The Proof Theory of Common Knowledge

Michel Marti and Thomas Studer

Abstract Common knowledge of a proposition A can be characterized by the fol-
lowing infinitary conjunction: everybody knows A and everybody knows that every-
body knows A and everybody knows that everybody knows that everybody knows A
and so on. We present a survey of deductive systems for the logic of common knowl-
edge. In particular, we present two different Hilbert-style axiomatizations and two
infinitary cut-free sequent systems. Further we discuss the problem of syntactic cut-
elimination for common knowledge. The paper concludes with a list of open prob-
lems.

Keywords Common knowledge, multi-agent systems, proof theory, infinitary de-
ductive systems, cut-elimination

1 Introduction

Modal logic is a standard framework for reasoning about knowledge and belief (Hin-
tikka, 1962). A necessity for this arises, for example, in the study of distributed
multi-agent systems, say computers connected over a network. In this setting, agent i
knowing some proposition P in a state s can be understood as P holding in all states
that agent i can reach from s in one step. Hence agent i’s knowledge may be modeled
using a modal operator O;.

Through arbitrary nestings of O-operators epistemic situations of considerable
complexity may be modeled. However, there are certain situations of particular in-
terest that the basic language of modal logic cannot talk about. One such example
is common knowledge of a proposition P, which can roughly be viewed as the in-
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finitary conjunction everybody knows that P and everybody knows that everybody
knows that P and so on.

Thus we extend the basic language with a new operator C where a formula CP
means that P is common knowledge. We find that C is a normal modal operator, i.e.,
we have:

C(A—B)— (CA—CB). (1)

We let the formula E A stand for everbody knows that A, i.e., if we consider & agents,
EA:= DIA/\"'/\DhA.

It can be shown that common knowledge also satisfies the following induction prin-
ciple:
AANC(A— EA) — CA. (2)

Hintikka’s work on epistemic logic is direct precursor to logics of common
knowledge, although he did not consider fixpoint constructions (Hintikka, 1962). It
was Lewis (1969) who carried out the classic study of the notion of common knowl-
edge where part of his work, as he acknowledges, has been inspired by Schelling
(1960). Aumann in his seminal paper (Aumann, 1976) gives the first mathematically
rigorous formulation of common knowledge, which uses a set-theoretic setting. A
definition of common knowledge in terms of epistemic logic has been given by
Schiffer (1972). Halpern and Moses (1990) adopt this approach and introduce the
logic of common knowledge, which is based on classical multi-modal logic. In par-
ticular, they show that the syntactic and set-theoretic approaches to common knowl-
edge are logically equivalent, see (5) below. Another possibility to formalize com-
mon knowledge is in Barwise’s situation semantics (Barwise, 1988, 1989) where
common knowledge is given by a greatest fixed point construction. It turns out that
in situation semantics the definitions of common knowledge as infinite conjunction
and as greatest fixed point differ whereas in multi-modal logic they coincide. The
textbooks by Fagin et al. (1995) and by Meyer and van der Hoek (1995) present and
investigate many applications of the logic of common knowledge.

The problem of coordinated attack is a standard example to illustrate the mech-
anism of common knowledge. Let us briefly recall this classical problem where we
follow the presentation given in (Fagin et al., 1995) and (Bucheli et al., 2011).

Suppose two divisions of an army, located in different places, are about to attack
their enemy. They have some means of communication but they may be unreliable
(i.e. messages may get lost), and the only way to secure a victory is to attack simulta-
neously. The problem now is: how should generals G and H, who command the two
divisions, coordinate their attack? Of course, general G could send a message with
the time of attack to general H. We use the proposition del to denote the fact that the
message with the time of attack has been delivered. Thus general H upon receiving
the message, knows the time of attack, i.e., Oydel. However, since communication
is unreliable, general G considers it possible that his message has not been delivered,
i.e., "OgOgydel. But if general H sends an acknowledgment, he in turn cannot be
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sure whether the acknowledgment has been delivered, i.e., "OyOgOgdel. Hence
yet another acknowledgment is needed, and so on.

We now show that common knowledge of del is a necessary condition for the
attack. Indeed, it is reasonable to assume it to be common knowledge between the
generals that they should only attack simultaneously or not attack at all, i.e., that
they attack only if both know that they attack, i.e.,

C(att — Eatr).

Thus by (2) we obtain
att — Cart. 3)

A further reasonable assumption is that it is common knowledge that neither general
attacks unless the message with the time of attack has been delivered, i.e.,

C(att — del).

Thus by (1) we obtain
Catt — Cdel. @)

Taking (3) and (4) together we obtain
att — Cdel,

which means that the generals attack only if it is common knowledge that the mes-
sage has been delivered.

However, common knowledge of del cannot be achieved and consequently no
attack will take place, no matter how many messages and acknowledgments are
sent by the generals, even if all the messages are successfully delivered. The reason
is, of course, that the sender of the last message always considers the possibility that
his last message has not been delivered. Fagin et al. (1995) formally carry out this
argument in detail.

In this paper, we study deductive systems for the logic of common knowledge.
After defining the language and semantics of common knowledge, we present two
Hilbert-style axiomatizations: one that is based on a greatest fixed point rule and one
that is based on an induction axiom. Then we study two cut-free sequent systems
for common knowledge. The first system includes an @-rule to capture the greatest
fixed point property of common knowledge whereas the second system features
proofs with infinite branches equipped with a global soundness condition. In the last
part of the paper we show how syntactic cut-elimination for the logic of common
knowledge can be achieved by using nested sequents and deep inference.

We only consider systems with traditional common knowledge as introduced
in (Halpern and Moses, 1990), that is we assume that common knowledge satisfies
the induction principle (2). Lewis (1969) originally introduced a form of common
knowledge that does not have this property. McCarthy studied that version of com-
mon knowledge under the name any fool knows (McCarty et al., 1978). Nowadays
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it is often called generic common knowledge and investigated, e.g., by Antonakos
(2007, 2016) and Artemov (2006).

Another variant of the logic of common knowledge is obtained by replacing the
base logic with an intuitionistic modal logic. Recently, Jiger and Marti (2015) fol-
lowed this approach and introduced a system for intuitionistic common knowledge.

We restrict this survey to work which is directly related to the proof theory of
the logic of common knowledge. However, there is a lot of work on sequent calculi
for LTL and PDL, which is very closely related since they are all fixpoint logics,
e.g., Gudzhinskas (1982) and Paech (1989). Similarly, there is a lot of work on
tableaux calculi for these logics, e.g., Goré (2014).

2 Language and Semantics

2.1 Language

Definition 1 (Formula). We consider a language with & agents for some natural
number /2 > 0. Let Prop be a countable set of atomic propositions. The formulas of
our language are inductively defined by:

1. if P € Prop, then P and its negation P are formulas,
2. if A and B are formulas, so are (A AB) and (A V B),
3. if A is a formula, so are 0;A and ;A for 1 <i<h,
4. if A is a formula, so are CA and CA.

In case there is no danger of confusion, we will omit parentheses in formulas.

The formula O;A is read as agent i knows that A and the formula CA is read as A
is common knowledge. The connectives 0; and C have <; and C as their respec-
tive dual operators. Note that formulas are a priori in negation normal form. The
negation —A of a formula A is defined as usual using de Morgan’s laws, the law of
double negation, and the duality laws for modal operators. For formulas A and B we
introduce implication as usual by A — B := AV B.

We define the following abbreviations:

EA:=0AAN---A0,A and EA:=C1AV---VOMA.

Thus EA stands for everybody knows that A. We will also need iterated applications
of these operators:

E'A:=EA and E""'A:=EE’"A,
E'A:=EA and E""'A:.=EE"A.

Definition 2 (Length of a formula). We define the length In(A) of a formula A
inductively by:



The Proof Theory of Common Knowledge 5

1. In(P) := In(P) := 1 for P € Prop,

2. In(BAC) :=In(BVC) :=In(B) +In(C),
3. In(8;B) :=In(¢;B) :=In(B) + 1,
4.In(CB) :=In(CB) :=1In(B) -h+h+1.

Definition 3 (Rank of a formula). We define the rank rk(A) of a formula A induc-
tively by:

1. rk(P) := rk(P) := 0,

2. rk(AAB) :=rk(AV B) := max(rk(A),rk(B)) + 1,
3. rk(0A) :=rk(CA) :=rk(A) + 1,

4. rk(CA) :=rk(CA) := o +rk(A).

The length of a formula is a natural number whereas the rank of a formula may be a
transfinite ordinal. We find rk(CA) > rk(E™A) for any natural number m.

2.2 Semantics

We employ standard Kripke semantics for modal logics to give meaning to formulas.
We use Z(X) to denote the power set of a set X.

Definition 4 (Kripke Structure). A Kripke structure K = (S,Ry,...,Ry, ) is a tu-
ple where

1. § is a non-empty set,
2.RiCSxSforalll1 <i<h,
3. w: Prop — Z(S).

We call S the set of states, R; an accessibility relation, and 7 the valuation function
of the Kripke structure K.

Assume we are given a Kripke structure K = (S,Ry,...,R;, ) and a formula A.
We define the set of states ||A||x of K at which A holds by induction on the structure
of A.

Definition 5 (Denotation). Let K = (S,Ry,...,R;, ) be a Kripke structure and A
be a formula. The set ||A||x C S is defined inductively by:
|IP|lk := =(P) for P € Prop
|P||k :=S\z(P) forP e Prop
IBAC] == [IBllk NICllk
1BV Cllk = Bl UlICllx
|0iB||k :={w e S |forall v (Ri(w,v) implies v € ||B||x ) }
| Bk := {w € S| there exists v (R;(w,v) and v € ||B]|k ) }
ICBllk == ({IE™Allk [m>1}
ICBw == HIIE"Allk [m=>1}.
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Sometimes we write K,w = A for w € ||A||k . We say that a formula A is satisfi-
able if there exists a Kripke structure K such that ||A]|k is non-empty. For a Kripke
structure K = (S,Ry,...,Ry,®) and a formula A we write K = A if [[Al|x = S. A
formula A is called valid if for all Kripke structures K we have K = A.

Our semantics of the common knowledge operator reflects to so-called iterative
approach where CA is treated to be equivalent to the infinite conjuction

E'AAE?ANE3AN---.

Alternatively, we could interpret common knowledge as a greatest fixed point since
for K = (S,Ry,...,Ry, ) we have

ICAllk =X €S| X =[EANEP|kp.—x)} 5)

where P is an atomic proposition that does not occur in A and K [P := X] is a Kripke
structure like K except that the valuation function maps P to X. A proof of (5) can
be found in (Fagin et al., 1995).

The logic of common knowledge enjoys the small model property. Proofs are
given, for instance, in (Fagin et al., 1995; Meyer and van der Hoek, 1995).

Theorem 1 (Small model property). If a formula A is satisfiable , then there exists
a Kripke structure K with at most 2™4) states such that ||A||k # 0.

3 Hilbert-Style Systems

We have seen that there are several equivalent ways to define the semantics for com-
mon knowledge. There are also several ways to axiomatize common knowledge. In
this section, we first present a deductive system that includes a greatest fixed point
rule for common knowledge. Then we introduce a system that axiomatizes common
knowledge via an induction principle.

3.1 Induction rule

Definition 6 (The system H|_.r). The Hilbert calculus H|_g for the logic of common
knowledge is defined by the following axioms and inference rules:

Propositional axioms.
All instances of propositional tautologies
Modal axioms. For all formulas A and Band all 1 <i <h,

Di(A — B) — (\:‘,'A — \:|,'B)
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Closure axioms. For all formulas A,

CA—E(AACA)

Modus ponens. For all formulas A and B,
A A—B
B

Necessitation. For all formulas A and all 1 <i<h,

A
DiA

Induction rule. For all formulas A and B,
B—E(AAB)
B— CA

The induction rule states that if a formula B satisfies the closure axiom, i.e.,
B — E(AAB) is valid, then B — CA is also valid. This can be read as if B satisfies
the closure axiom, then the extension of B is smaller than the extension of CA.
Hence CA is the greatest formula satisfying the closure axiom.

Theorem 2 (Soundness and completeness of H| r). For any formula A we have
that
Aisvalid ifandonlyif H\.rFA.

A proof is given in (Fagin et al., 1995).

3.2 Induction Axiom

Definition 7 (The system H;_a). The Hilbert calculus H,_a for the logic of common
knowledge consists of the axioms and rules of Hj.g whereby the induction rule is
replaced by the following axioms and rules:

C-modal axioms. For all formulas A and B,

C(A—B)— (CA—CB)

C-necessitation. For all formulas A,

A

CA

Induction axioms. For all formulas A,
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EAANC(A—EA)— CA

In (Meyer and van der Hoek, 1995), the induction axiom is introduced as
ANC(A— EA) — CA,

see also (2). However, in our present setting this would not be sound since we do
not define common knowledge to be reflexive.

The proof-theoretic relationship between the induction rule and the induction
axiom is studied in (Bucheli et al., 2010) where it is shown that the induction rule
of H|_g is derivable in H,_o. Thus we have for all formulas A,

H|_R FA implies H|_A FA.

Therefore, completeness of Hj_gr implies completeness of Hj_a. Meyer and van der
Hoek (1995) present a direct proof of completeness for Hj_a. Soundness of H|_a is
established, e.g., in (Bucheli et al., 2010; Meyer and van der Hoek, 1995).

Theorem 3 (Soundness and completeness of H,.a). For any formula A we have
that
Aisvalid ifandonlyif HpaFA.

4 Cut-Free Sequent Systems

In this section, we study deductive systems that derive sequents, that is finite sets of
formulas. We use I', A, ... to denote sequents and for I = {A,...,A,} set:

O :={C,...,0A,} and CI':={CAy,...,CA,}.

4.1 Infinitary rule

The pioneering work on the proof theory of common knowledge is (Alberucci and
Jager, 2005), which introduces Tait-style systems, i.e., systems deriving finite sets
of formulas, for the logic of common knowledge. Alberucci and Jiger show that a
system with an induction rule would not be complete without a cut rule. In order
to obtain a cut-free sequent calculus for common knowledge, they introduce an ®-
rule of the following form: if EXA is derivable for every natural number k, then one
may infer CA. Based on this rule with infinitely many premises, they introduce the
infinitary cut-free system G.

Definition 8 (The system G). The system G consists of the following axioms and
rules:

I',PP
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rA r,B TI,AB
T, ANB TAVB

I ,CAA
O, CA DA X
I',E¥XA forallk>1 I,0A
I',CA r.CA

Observe that the system G does not include a cut rule.

Definition 9 (The system G+ (cut)). The system G+ (cut) is obtained from the
system G by adding the cut rule

A I',-A
o

It is standard to embed Hir into G+ (cut), which yields completeness of
G+ (cut). We have the following result.

Theorem 4 (Soundness and completeness of G+ (cut)). For any formula A we
have that
Aisvalid ifandonly if G+ (cut)A.

Alberucci and Jager (2005) establish completeness of the cut-free system G by a
canonical model construction.

Theorem 5 (Soundness and completeness of G). For any formula A we have that
Aisvalid ifandonlyif GFA.

There is an alternative completeness proof for G available. Kretz and Studer
(2006) apply the method of deduction chains to the logic of common knowledge.
This method systematically tries to build a proof tree of a given formula A and, in
case that fails, constructs a countermodel for A from the proof search tree.

Derivations in G may have infinite depth only because of the w-rule. If we suc-
ceed in restricting the number of premises of each application of the w-rule to a
finite subset, then all proofs will be finite. This can be achieved by exploiting the
small model property of the logic of common knowledge, which leads to the system
G=® below (Jdger et al., 2007). A similar approach for PDL appears in (Leivant,
1981).

For a sequent I' = {By,...,B,} and a formula A we define the bounding func-

tion bd by
bd(A,I") := oIn(CA)+In(By)+-In(By)

Definition 10 (The system G<%). The system G<¢ is obtained from the system G
by replacing the @w-rule with the bounded w-rule

'E'A T[,E2A ... [,EPdAI)4
I,CAZ
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The addition of a (possibly empty) set X of side formulas in the conclusion of this
rule is necessary for making it stable under weakening.

Of course, the completeness of G<® immediately follows from the completeness
of G. To obtain soundness of G<%, we make use of the small model property as
follows (Jager et al., 2007). Assume that the conclusion I", CA of an instance of the
bounded w-rule is not valid. By the small model property, there exists a counter-
model with at most bd(A,I") many states. Using some basic facts about monotone
operators we conclude that it must also be a counter-model to I, E bd(A.I) A There-
fore, the bounded @-rule preserves validity. The soundness of G<® now follows as
usual by induction on the length of derivations.

Theorem 6 (Soundness and completeness of G<?®). For any formula A we have
that
Aisvalid ifandonly if G<®F A.

4.2 Co-induction

Proofs in the system G are trees that are infinitely branching but each branch has
finite length. Now we present the system G™, in which proof trees are only finitely
branching but the branches may have infinite length. Niwinski and Walukiewicz
(1996) introduced the first system of this kind for the modal p-calculus. The sys-
tem G* has been introduced by Bucheli et al. (2010).

Definition 11 (Preproof). A preproof for a sequent I is a possibly infinite tree
whose root is labeled with I'" and which is built according to the following axioms
and rules:
I',P,P (ax)
I''A I,B () I'A,B
I''/ANB I'’AVB
I' A

~—5 v (0)
O, 0A,

' EAVECA - I',EANECA
r,CA (©) I',CA (©

(V)

We now introduce the notion of a thread in a branch of a preproof.

Definition 12. The principal formula of a rule is the formula that is explicitly dis-
played in the conclusion of the rule. The active formulas of a rule are those formulas
that are explicitly displayed in the premise(s) of the rule. The formulas in I" and X
are called side formulas of a rule.

Definition 13. Consider a given preproof for some sequent. For all rule applica-
tions r that occur in it, we define a connection relation Con(r) on formulas as fol-
lows:
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1. In the case when r is not an application of (O), we define (A,B) € Con(r) if
A = B and A is a side formula of r or if A is the principal formula and B is an
active formula of r.

2. In the case when r is an application of (O), we define (0;4,A) € Con(r) if O0;A
is the principal formula of r and we define (<;4,A) € Con(r) if ;A € OiI

Definition 14. Consider a finite or infinite branch I, I7,... in a given preproof. Let
r; be the rule application where I; is the conclusion and I;; is a premise. A thread
in this branch is a sequence of formulas Ag,Ay, . .. such that (A;,A;11) € Con(r;) and
A; € I; for every i. Note that a thread in an infinite branch may be finite or infinite.

Definition 15. Consider an infinite branch of a given preproof for some sequent
I'. An infinite thread in this branch is called a C-thread if infinitely many of its
formulas are the principal formula of an application of (C).

Definition 16 (G=-proof). A G=-proof for a sequent I" is a preproof for I" such that
every finite branch ends in an axiom and every infinite branch contains a C-thread.
As usual, we write G™ - I" if there exists a G™-proof of I".

We will illustrate how G™-proofs work by showing a derivation of the induction
axiom in G*. To do so, we need the two results:

1. Generalized axioms are provable in G™:
G*+HI,A,—A

Note that generalized axioms may require infinite proofs in G, e.g., in the case
of A=CB.
2. The following analogue of the (O)-rule is derivable in G*:

r,A
Er EAZ

Example 1. Figure 1 shows a G™-proof of the induction axiom expressed in se-
quence form as E—A,C(A AE—A),CA. Note the two of the topmost nodes are la-
belled with generalized axioms. The only infinite branch (outside the derivations of
the generalized axioms) has infinitely many repetitions of the sequent

-A,E-A,C(ANE-A),CA

To show that this preproof is indeed a proof, we need to exhibit a C-thread in this
branch. The thread that consists of the rightmost formulas is such a thread.

The soundness proof essentially uses the idea that underlies the fundamental se-
mantic theorem of the modal p-calculus (Streett and Emerson, 1989).

We let 6(A) denote the maximal number of nested C-operators in the formula A.
We have, e.g., 6(C(CPVCQ)) =2. Given m > 1 and a sequence ¢ = (G, ...,01)
of ordinals with ; < , for all formulas A such that §(A) < m we define ||A[|Z like
lIA|lk except in the case of C, where we set
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-A,A,C(ANE-A),CA -A,E-A,C(ANE-A),CA
-A,ANE-A,C(ANE-A),CA
E-A,E(ANE-A),EC(ANE-A),ECA
-A,A E-A,E(ANE-A)VEC(ANE-A),ECA
E-A,C(ANE-A),EA E-A,C(ANE-A),ECA
E-A,C(ANE-A),EANECA
E-A,C(AAE-A),CA

Fig. 1 G*-proof of the induction axiom

ICBIIE = (IE"Allk | o5(cp) =m>1}.

We write K,v |=% A for v € ||A[|7. We immediately obtain the following simple
facts:

K, [=(OmOscntl0l) ¢ iff K,y [=(Om%5cn) -9 EBAECB.  (6)

K,v}£=A implies that there exists o such that K,v £° A. @)

Further we have the following lemma, which is shown in (Bucheli, 2012; Bucheli
et al., 2010).

Lemma 1. Let A be a formula, A be a sequent, ¢ be a sequence of ordinals, K =
(S,Ri,...,Ry, ) be a Kripke structure, v € S and 1 <i < h. If K,v = 0;A, A
and K,v £° OA, then there exists w € S with R;(v,w) such that K,w [~ A,A and
K,w £% A.

Given two sequences ¢ and 7 of equal length m, we say ¢ < 7 if 0 is smaller
than 7 with respect to the lexicographic ordering. Since we consider sequences of a
fixed length, the relation < is a well-ordering.

Theorem 7 (Soundness of G*). For any formula A we have that
G”FA implies A isvalid.

Proof. Assume that A is not valid yet there is a G®-proof .7 for it. Then there is a
Kripke structure K with a state s such that s ¢ ||A||k, which we will use to construct

a branch Iy, I7,... with the corresponding rule applications rg,r,... in 7 and a
sequence s, s, ... of states in K such that
si¢ | \/ il and (®)

if (B.C) € Con(r), C € i1y, and s,  [B]|g thensicr €[S, (9)
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Let Iy := A and sg := s. Suppose I; and s; are given. We construct I; ;| and s;41 ac-
cording to the different cases for r;. Note that because of (8), I; cannot be axiomatic
and thus must have been inferred by some rule.

1. r;=(0). Let O;B € I; be the principal formula of ;. Let ¢ be the least sequence
such that s; ¢ ||0;B|| . By Lemma 1 there exists a state 5;, | such that (8) and (9)
hold. We let I be the unique premise of r;.

2. ri=(A). Let B] AB; € I be the principal formula of r;. Let ¢ be the least se-
quence such that s; ¢ ||B; ABa||g . Let I | be the j-th premise of 7; such that
si ¢ ||Bj|| - Further set s; 1 := s;. This construction guarantees (8) and (9).

3. In all other cases, r; has a unique premise A. We set s;;1 :=s; and I; 1 := A.
Again (8) and (9) hold.

We have constructed an infinite branch in 7. Since 7 is a G™-proof, this branch
must contain a C-thread Ag,A; .... For each natural number j, we define o/ to be
the least sequence such that 5; ¢ ||A;||& . Note that this 6/ exists by (7). From (9)
we obtain 6/7! < 6/ for all j. Moreover, because we are considering a C-thread,
there are infinitely many applications of (C), which, by (6), implies that there are
infinitely many j’s with 6/*! < o/. This contradicts the well-foundedness of <. O

Now we sketch the completeness proof for G, which is based on game-theoretic
results.

Definition 17 (Saturated sequent). A sequent I" is called saturated if all of the
following hold:

1.ifAANBeIl ,thenAel orBel,
2.ifAVBeI,thenAel andBel,
3.if CAcI',then EANECA €T,

4.if CAel', then EAVECA€ET.

Definition 18 (G®™¢-tree). A G®™e-tree is built using the rules for G*-preproofs
whereby the rule (O) is replaced by the following rule.

Let 1 <m<h,H={h,...,h,} C{1,...,h}, and ny,,...,n;, be positive in-
tegers. For all saturated sequents X that contain neither formulas that start with < ;
with j € H nor formulas that start with O; with 1 <i < h, all sequents I'; with j € H,
and all formulas Aj1,...,A;,; with j € H

I_;Il)Ahl,l I_I‘IlaAhl,nhl I—ilmaAhm,l I—IZLmaAhm,nhm (D/)
Ty s By Ang 1o+ Om Ay s+ P Ly Oy A 15+ Oy Ay, - &

Note that this rule has ny, + - - - +ny,, many premises.

A GG Me_tree for a sequent I is built by iterating the following two steps until
one reaches a saturated sequent which is either axiomatic or to which (0') cannot
be applied:

1. Apply the rules (V), (A), (C), and (C) backwards until a saturated sequent is
reached. While applying the rules, make sure that the conclusion always remains
a subset of the premise.
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2. Apply (O') backwards if possible.

Next we present a system GP's for establishing unprovability. Accordingly, its
rules should not be read as sound, i.e. preserving validity, but rather as ‘dis-sound’,
i.e., preserving invalidity.

Definition 19 (GP™-tree). A GP™-tree is built using the rules for G@™-trees where
the rule (A) is replaced by the following two rules:
r,A
T,ANB

I'.B
T.ANB

(AD)

(72)

A GPs_tree is built in the same way as a GS®™®-tree except that (A1) and (A2) are
used instead of (A).

_ The notions of a thread and a C-thread are extended to GGame_ and GP's-trees. A
C-thread is a thread that contains infinitely many principal formulas of applications
of (C). Note that any infinite thread is either a C- or a C-thread but not both.

Definition 20. We say that a GP'-tree for a sequent I" disproves I if

1. no branch ends with an axiomand
2. any infinite thread in any branch is a C-thread.

A GPs_disproof for I is a GP™-tree that disproves I".

Now we are going to show that every sequent I" has either a G™-tree that proves
it or a GP's-tree that disproves it.

Let .7 be an G®™e-tree for I'. We define an infinite game for two players on .7.
Informally, player I will try to show that I" is provable while player II will try to
show that it is disprovable. The game is played as follows:

. the game starts at the root of .7,

. atany (O')-node, player I chooses one the the children,

. atany (A)-node, player II chooses one the the children,

. at all other non-leaf nodes, the only child is chosen by default.

AW N =

Such a game results in a path in 7. In the case of a finite path, player I wins if
the path ends in an axiom; otherwise player II wins. In the case of an infinite path,
player I wins if the path contains a C-thread; otherwise player II wins.

We immediately get the following theorem.

Theorem 8. 1. There is a winning strategy for player I if and only if there is a G*-
proof for I' contained in .

2. There is a winning strategy for player II if and only if there is a GP-disproof
for I' contained in 7.

With the help of Martin’s theorem (Martin, 1975) we can show that this game is
determined, i.e. one of the players has a winning strategy. For details of this argu-
ment see, e.g., (Niwinski and Walukiewicz, 1996). We obtain the following corol-
lary.
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Corollary 1. Let 7 be a GG2Me_tree for I. There exists either an G*-proof for I’
in 7 or an GP-disproof for T in 7.

It remains to note that from a given GPs-disproof for I" one can construct a
countermodel for I'". In (Bucheli et al., 2010) the following lemma is established.

Lemma 2. Consider a GP-disproof T for I' = {A} for some formula A. There
exists a Kripke structure K 7 with a set of worlds S 7 such that ||Al|k , # S7.

Theorem 9 (Completeness of G™). For any formula A we have that
Aisvalid implies G”FA.

Proof. We show the contrapositive. Assume that A is a formula that is not provable
in G. By Corollary 1 there exists a GP™-disproof for A. By Lemma 2 there exists a
countermodel for A. Hence A is not valid. O

Although G*-proofs may be infinite objects, the system G* can be used to obtain
an efficient decidability algorithm for the logic of common knowledge. The idea of
this proof procedure is, very roughly, the following. Consider a formula A and the
alphabet W that consists of all sequents that may appear in a G*-proof of A. Thus
a branch in a G”-preproof corresponds to an infinite word over ¥. We define an
automaton 27 on infinite words that accepts exactly those words that contain a C-
thread. Further we define an automaton 4 on infinite trees that accepts exactly the
G*-preproofs for the formula A. Then we construct a product automaton .27 X % that
accepts exactly the G=-proofs for A. We find that the language of &/ x 4 is empty if
and only if A is not provable. Since the emptiness problem for .7 x 4 is efficiently
decidable we get a decision procedure for the logic of common knowledge. Details
of this approach—in the context of the modal pi-calclus—are presented, e.g., in (Ni-
winski and Walukiewicz, 1996; Dax et al., 2006). An introduction to finite automata
over infinite words and trees is given in (Grédel et al., 2002).

Another approach is to employ annotated sequents to keep track of possible C-
threads. This makes it possible to finitize the system G*. The main idea is that during
proof search, one can close a branch as axiomatic if—using the annotations—a cycle
is detected that contains a C-thread. This method is based on focus games (Lange
and Stirling, 2001) and has been employed to give finitary cut-free systems for tem-
poral logics (Briinnler and Lange, 2008). Later Wehbe (2010) used it to present a
system for common knowledge. However, in this context it is more natural to use
relativized common knowledge (van Benthem et al., 2005), which corresponds to
the temporal release-operator.

Abate et al. (2007) take a similar approach to obtain a decision procedure for
common knowledge. They construct one-pass tableaux that also rely on annotations
to find cyclic branches.
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5 Syntactic Cut-Elimination

Syntactic cut-elimination refers to a procedure that, given a proof of a formula A
containing instances of the cut-rule, effectively constructs a cut-free proof of A.
Unfortunately, the usual cut-elimination procedure does not work in the context of
common knowledge.

5.1 The Problem

By the completeness theorem we know that G is a cut-free deductive system for
the logic of common knowledge. Yet, the usual syntactic cut-elimination procedure
cannot be applied to G. Consider the following proof:

A,I',C-B A,E*B

0,A, 0, 2,C—B A,CB
(cut)
0,A, O, X, A

Here, the inference rule above the cut on the left does not apply to the cut-formula
while the inference rule on the right does. In this situation, a typical cut-elimination
procedure would push the left rule instance below the cut, which would yield the
following:

AE*B
A,I',C-B A,CB
AT, A
0A, 0,7, X, 0A

This transformation, however, introduces the <; in ¢;A. Therefore, we do not get a
proof of the original conclusion. This behavior is caused by the context restriction
in the rule introducing O;. In the next section, we solve this problem by introducing
a nested sequent system for the logic of common knowledge that does not require
context restrictions. This system and the corresponding cut-elimination procedure
have been introduced by Briinnler and Studer (2009). The idea of nested sequents
goes back to Kashima (1994). Here we use the formulation of Briinnler (2006).

(cut)
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5.2 Deep Inference

A nested sequent is a finite multiset of formulas and boxed sequents. A boxed se-
quent is an expression of the form [I"]; where I is a nested sequent and 1 <i < h.1In
this section, we use the letters I',A, X to denote nested sequents. A nested sequent
is always of the form

A17 cee 7Am7 [Al]il PR [An}i

where 1 <i; < h. We fix an arbitrary linear order on formulas and on boxed se-
quents. The corresponding formula of a non-empty nested sequent I", denoted I,
is defined by

Apy A (A [Aliy = ALY VARV O A V-V A

in - inangp

where formulas and boxed sequents are listed according to the fixed order.

A sequent context is a nested sequent with exactly one occurrence of the special
symbol {}, called the hole, which does not occur inside formulas. Sequent contexts
are denoted by I'{}, A{} and so on. The sequent I'{A} is obtained by replacing
{} inside I'{} with A. For instance, if I'{} = A,[[B]1,{}]2 and A = C,[D]s, then
r{a}=A[B1,C,[Dl3]>.

Definition 21 (The system D). The system D consists of the following axioms and

rules:
r{A} r{sB} I'{A,B}

I'{AAB} I'{AVB}
I'{[Ali} I'{GiA,[AA]i}
F{DiA} F{<>,'A7[A]i}

T'{EXA} for all k > 1 r{CA,E*A}

r{ca} r{CA}

r{pP}

Definition 22 (The system D -+ (cut)). The system D + (cut) is obtained from the
system D by adding the cut rule

r{Ay r{-Aj
r{o}

The cut rank of an instance of the cut-rule is the rank of its cut formula A. For a
system S that includes the cut-rule and ordinals & and y and a sequent I" we write
S }% I” to say that there is a proof of I" in system S with depth bounded by o and
where all instances of the cut-rule have cut rank strictly smaller than 7. In particular
S }% I' implies that there is a cut-free proof of I" in S. Moreover, we use S }%:Z r

to state that there exists § < « such that S }Ey I.

We write o # 3 for the natural sum of o and B which, in contrast to the ordinary
ordinal sum, does not cancel additive components. For an introduction to ordinals,
and a definition of the natural sum in particular, we refer to (Schiitte, 1977). Since
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our formulas may have transfinite rank, we also need the binary Veblen function @,
which is generated inductively as follows:

1. @f = P,
2. if a >0, then @u B denotes the Bth common fixed point of the functions A&.¢,&
fory<o.

We obtain our cut-elimination result by applying the method of predicative cut-
elimination, see (Pohlers, 1989, 1998; Schiitte, 1977), which is a standard tool for
the proof-theoretic analysis of systems of set theory and second order arithmetic.
The so-called reduction lemma is the key lemma, which one has to prove in order to
obtain predicative cut-elimination.

Lemma 3 (Reduction Lemma). For each formula A with rk(A) = y we have that

o

if D+ (cut) [S- T'{A} and D+ (cut) [5= T'{=A}, then D+ (cut) 2% I'{0}.

The following two elimination lemmata are standard consequences of the reduc-
tion lemma.

Lemma 4 (First Elimination Lemma).
IfD—i—(cut)%F, then D+(cut)}271".

Lemma 5 (Second Elimination Lemma).
If D+ (cut) }ﬁ I, then D + (cut) }%—a I.

The cut-elimination theorem follows by iterated application of the second elim-
ination lemma. @] () denotes the n-times iteration of ¢y, that is an expression of

the form @; (@1 (... @1 (). ..)).

Theorem 10 (Cut-elimination for the deep system).
If D+ (cut) }% I', then D + (cut) }M r.

There are syntactic transformations of G+ (cut) proofs to D + (cut) proofs and
vice versa as stated in the following theorems:

Theorem 11 (Shallow into deep).
IfGJr(cut)}%F, then D+(cut)}w%ﬁ1".

Theorem 12 (Deep into shallow).
If D+ (cut) }% I, then G+ (cut) }MEF.

Note that the proof of this theorem in (Briinnler and Studer, 2009) contains a mis-
take. A correct version is given in (Briinnler and Studer, 2012).

Now we can put all these theorems together and obtain a syntactic cut-elimination
theorem for the shallow system.

Theorem 13 (Cut-elimination for the shallow system).

If G+ (cut) % I, then G+ (cut) w'(w(‘(‘)"a)ﬂ) r
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We have already mentioned that H|_g can be easily embedded in a sequent system
with cut. Keeping track of the proof depth, we thus obtain—using cut-elimination—
an upper bound for proofs in D. Via the embedding of the deep into the shallow
system, this bound also holds for the shallow system.

2
Theorem 14. If H| g F A, then D + (cut) }% A.

Theorem 15 (Upper bounds). If A is a valid formula, then

1. D+ (cut) }%’20 A, and
2. G+ (cut) =22 4,

Figure 2 summarizes the various embeddings that we have established.

G+ (cut) G
Thm 11 Thm 12
Hix Thm 14 D+ (cut) Thm 10 D

Fig. 2 Overview of the various embeddings

These results lead to several further questions. What is the ‘mathematical’ mean-
ing of the upper bound on the depth of cut-free proofs? Is there a kind of bound-
edness lemma in modal logic similar to the one used in the analysis of set theories
and second order arithmetic? Is ¢,0 the best possible upper bound on the depth of
proofs? What would be the equivalent of a well-ordering proof in modal logic? And
finally, how could one syntactically eliminate cuts in a finitary system?

We have looked at common knowledge based on the least normal modal logic.
However, we believe that the cut-elimination result for nested sequents is indepen-
dent of the particular axiomatization of knowledge. The modal logic S5, for in-
stance, seems to be an important system for knowledge. Contrary to shallow se-
quents, deep sequents can easily handle S5, see (Briinnler, 2006). So it is straight-
forward to design a system for S5-based common knowledge.

Poggiolesi and Hill (2015) also present a calculus for common knowledge over
S5 that is based on a form of deep inference. They claim that their calculus also
enjoys syntactic cut-elimination and that because their base logic is S5, they can use
some normal forms that make a finitization possible.
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6 Conclusion

There is a great variety of deductive systems for the logic of common knowledge
available. Yet, there are still several important open problems in this area.

Is there a nice and finitary deductive system for the logic of common knowledge?
We have seen the system G<%, which is a finitary cut-free deductive system. How-
ever, the bounded w-rule does not exhibit a nice behavior as its premises depend
on the side formulas in I'". Thus it is not possible to apply the usual proof-theoretic
methods to G<?.

As mentioned before, we can design a cut-free and finitary systems using anno-
tated sequents (Abate et al., 2007; Wehbe, 2010). However, again, the usual proof-
theoretic methods cannot be applied to systems of this kind. For instance, already
establishing weakening by syntactic methods is very complicated (Kokkinis and
Studer, 2016).

An explanation why it is difficult to design a nice and cut-free system for com-
mon knowledge might be given by the fact that the logic of common knowledge
does not enjoy interpolation (Studer, 2009). Often the existence of a nice cut-free
system for a logic implies interpolation for that logic. Hence, by contraposition,
we might say that the failure of interpolation ‘implies’ the non-existence of a nice
cut-free system.

Is there a general syntactic cut-elimination method for modal fixed point logics?
As we have shown, a direct syntactic cut-elimination procedure for G seems not
possible. However, cut-elimination is possible in the system D using deep inference.
This approach of using nested sequents works well for the logic of common knowl-
edge but it cannot be generalized to arbitrary modal fixed point logics. Briinnler
and Studer (2012) have shown that it is limited to the O, v-fragment of the modal
U-calculus, i.e., to a fragment where fixed points are reached after at most @ steps
(Fontaine, 2008).

Thus we need another technique to obtain a general syntactic cut-elimination
procedure. One approach could be to use systems with a Buchholz rule (Buchholz,
1981; Jager and Studer, 2011). A first cut-elimination result in this context is given
in (Mints and Studer, 2012).

Is there a realization procedure for common knowledge? Justification logics un-
fold the O-modality into justification terms, that is they feature formulas of the form
t : A meaning that an agent knows A for reason ¢, see, e.g., (Artemov, 2001; Kuznets
and Studer, 2012, 2013). A realization is a mapping from the language of modal
logic to the language of justification logic that replaces O-modalities by justifica-
tion terms such that validity is preserved. Many modal logics are realizable in a
corresponding justification logic. Antonakos (2013) showed that generic common
knowledge is realizable in the logic of justified common knowledge as given by
Artemov (2006).

Although there is a logic with justified traditional common knowledge (Bucheli
et al., 2011), it is an open question whether the modal version can be realized in
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the logic with justifications. The problem is that many realization proofs rely on
cut-free sequent systems but it is not known how to treat the w-rule of the system G
in a realization procedure. We believe that the most promising approach to realizing
common knowledge is to use a system like G, which is also cut-free.
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