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I. Introduction 

The following typescript notes serve a double purpose.  First of all, they 

substantiate in detail assertions that I made in several publications, including Feferman 

(1985, 1988, 1992, and 2005) that most of classical analysis and substantial portions of 

modern analysis can be developed on the basis of a system conservative over Peano 

Arithmetic (PA).  The informal development along these lines was initiated by Hermann 

Weyl in his groundbreaking monograph Das Kontinuum (1918), and is called predicative 

analysis.  Roughly speaking, predicative mathematics in general is that part of 

mathematics that is implicit in accepting the natural numbers as the only completed 

infinite totality.  As explained in the survey paper Feferman (2005), the philosophical 

ideas for that go back to Henri Poincaré and Bertrand Russell in the early 20th century.  

The word ‘predicative’ has also been applied to other developments, so the present 

approach is sometimes distinguished as predicativity, given the natural numbers.  

According to the logical analysis of that notion in general by Feferman (1964) and 

(independently) by Schütte (1965), its limits go far beyond PA in strength (see the end of 

this introduction for some metatheoretical and mathematical descriptions of that).  

Nevertheless, there is special interest in seeing how much can be done in arithmetic as the 

initial predicative system because of a conjecture that I made at the end of Feferman 

(1987), namely that all scientifically applicable mathematics can be formalized in a 

theory conservative over PA.  A verification of that conjecture would thus show that 

scientifically applicable mathematics does not require the assumption of impredicative set 

theory or any uncountable cardinals for its eventual justification.  See Feferman (1992, 

2005) for further discussion of the philosophical significance of this conjecture.  

The second purpose of these notes is to solve an expository problem that has 

arisen in the work in progress on a book, Foundations of Explicit Mathematics, which is 

being written in collaboration with Gerhard Jäger and Thomas Strahm with the assistance 

of Ulrik Buchholtz.  As explained in my draft introduction to that work: 

Explicit Mathematics is a flexible unified framework for the systematic logical 

study of those parts of higher mathematics in which proofs of existence guarantee 

the computability or definability by specified means of what is thereby 
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demonstrated to exist. … [T]he main parts of mathematics covered by the Explicit 

Mathematics framework are referred to as constructive, predicative, and 

descriptive …; each was originally pursued on philosophical grounds 

that⎯whatever their merits⎯have been thought too confining to support 

mathematical practice and its scientific applications.  To the contrary, what the 

present work shows through the logical analysis provided by our framework is 

that in gaining the uniform explicitness of solutions little is lost in terms of both 

the workability and applicability of these approaches, despite their philosophical 

and methodological restrictions.   

The initial formulation of systems of explicit mathematics was made in Feferman (1975) 

and was continued a few years later in Feferman (1979).  The subsequent development of 

the subject has been considerable and has proved to be adaptable to a variety of other 

contexts than the ones just indicated, ranging from theories of feasible computation and 

finitist mathematics to large cardinals in set theory.  The aim of the book in progress is to 

provide a substantial introduction to the subject including a full presentation of the main 

formal systems involved, their models, and the evaluation of their proof-theoretic 

strengths.  

It is also intended to devote a part of the book on explicit mathematics to 

explaining via basic notions and some typical arguments how one goes about formalizing 

various parts of constructive, predicative and descriptive mathematics in appropriate ones 

of these systems.  In the case of modern (non-Brouwerian) constructive analysis, the task 

is made easy by direct reference to the work of Bishop (1967).  And in the case of 

descriptive set theory, there are a number of sources in the literature that can easily be 

followed, such as Moschovakis (1980).  However, in the case of predicative analysis 

(beyond that treated by Weyl) there are only three possible references, namely 

Grzegorczyk (1955), Lorenzen (1965) and Simpson (1998), none of which succeeds in 

directly meeting the present purposes (as will be explained below) though Simpson’s 

work comes by far the closest.  Part II of these notes do meet the present purposes in full 

and will serve as the needed reference for the planned chapter on predicative analysis in 

the book on explicit mathematics.    
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First, some background.  These notes were prepared in the period 1977-1981, but 

never published.  They were taken from a group of notes originally consisting of five 

parts I-V; the notes following this introduction constitute Part II.  The notes I-V as a 

whole formed a draft for a book that was intended to elaborate the material of the article, 

“Theories of finite type related to mathematical practice” (Feferman 1977) in the 

Handbook of Mathematical Logic (Barwise 1977).1  The aim of that article was to 

provide a theoretical framework for the natural development of constructive, predicative 

and descriptive analysis that could be treated proof-theoretically to extract information as 

to strength, explicit definability and conservation results.  It was noted there that the bulk 

of those parts of practice can be carried out within the finite type structure over the set N 

of natural numbers, and indeed within type level three, counting N as being at type level 

0, NN and the real numbers at type level 1, functions of real numbers at type level 2, and 

functional operators at type level 3.  As it happened, though, the proof theory employed 

in the 1977 article works for all finite types via Gödel’s method of functional 

interpretation and some of its extensions.  The finite type structure in question can be 

conceived to consist of the types (aka classes) S, T,… generated from N by closure under 

Cartesian product S × T and Cartesian power TS, written alternatively as (S → T), though 

product can be replaced by power via “Currying.”  By contrast, the bulk of the literature 

on the proof theory of analysis has been devoted to the study of subsystems of second-

order arithmetic, with the variables of type level 1 taken to range over the subsets of N, in 

which the real numbers can be directly represented, but where the needed functions and 

functionals of such are represented only indirectly by certain kinds of coding. At the 

same time, even the finite type structure is an oversimplification as a framework for the 

direct representation of practice.  First of all, the types should not be treated as fixed 

objects, but rather as variable objects in order to talk about arbitrary spaces (e.g. metric, 

linear, Hilbert, Banach, etc.) of the sort ubiquitous in modern analysis.   Moreover, for 

the natural representation of those spaces one must also have closure under subtypes of 

the form {x ∈S ⎢φ(x)} for φ a formula. What was done in Part I of the original notes (I-V) 

                                                  
1 There is a kind of circularity here: In fn 2 of Feferman (1977), it is said that the plan for 
that article is derived from a book by me entitled Explicit Content of Actual Mathematical 
Analysis slated to appear in 1978, a promissory note that was not fulfilled.   
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was to provide a formal framework for a system meeting these requirements.  Instead of 

reproducing that rather long part here, it is sufficient for our purposes as background to 

Part II to sketch its setup in the following; an alternative source for more details is the 

article, “A theory of variable types” (Feferman 1985).2  

In that article, VT abbreviates “Variable Types”, while in the notes below I have 

instead used VFT for “Variable Finite Types”, to emphasize the relation with the theory 

of fixed finite types over N described above.  We start with a base system VFT0 whose 

language is given by the simultaneous inductive generation of individual terms, type 

terms, and formulas, as well as the relation, t is of type T, as follows: 

1. Individual terms (s, t, u,…) 

a) With each type term T is associated an infinite list of individual variables xT, yT, 

zT, … of type T. 

b) If s is of type S and t is of type T, then (s, t) is of type S × T. 

c) If u is of type S × T then p1(u) is of type S and p2(u) is of type T. 

d) If s is of type S and t is of type S → T then ts [or t(s)] is of type T. 

e) If t is of type T, then λxS.t is of type S → T. 

2. Type terms (S, T,…) 

     a) Each type variable X, Y, Z, … is a type term. 

    b) If S, T are type terms and φ is a formula, then S × T, S → T, and {xS ⎢φ} are type       

terms. 

                                                  
2 A scan of that article is available on my home page at 
http://math.stanford.edu/~feferman/papers/TheoryVarTypes.pdf; 
unfortunately it is not fully readable, but the essentials can be gleaned.  The material of 
that article itself was presented at the Fifth Latin American Symposium on Mathematical 
Logic, held in Bogotá, Colombia in July 1981, the proceedings of which did not appear 
until 1985.   
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3. Formulas (φ, ψ,…) 

    a) Each equation t1 = t2 between individual terms of arbitrary type [not necessarily the 

same!] is a formula.  

   b) If φ, ψ are formulas then so also are ¬φ and φ → ψ. 

   c) If φ is a formula and S is a type term, then ∀xS φ is a formula. 

The logic of VFT0 is that of the many-sorted classical predicate calculus.  The operations 

on formulas given by φ ∧ ψ, φ ∨ ψ, φ ↔ ψ and ∃xS φ are then defined classically as usual.  

Also we write t ∈T for ∃xT (t = x) (‘x’ not in t), and then S ⊆ T is defined in the standard 

way; S = T is defined to hold when S ⊆ T and T ⊆ S.  We do not assume extensionality 

for either functions or types. 

 VFT0 has three general axioms, I-III.  Axiom I is for typed λ conversion as usual. 

Axiom II is for pairing and projections, i.e. it tells us that for each X, Y and x in X, y in Y, 

p1(x,y) = x and p2(x,y) = y, and that for each z in X × Y, z = (p1(z), p2(z)). Finally, Axiom 

III is the Separation Axiom, according to which for each X, {x ∈X ⎢φ(x,…} ⊆ X and for 

each y in X,  

y ∈{x ∈X ⎢φ(x,…)} ↔ φ(y,…). 

 The system VFT is an extension of VFT0 by a language and axioms for the 

natural numbers.  We adjoin the constant type symbol N, individual constants 0 and sc of 

type N and N → N, resp., and individual recursion terms rT of type ((N × T→T) × T) → 

(N → T) for each type T.  We use the letters ‘n’, ‘m’, ‘p’,… to range as variables over N 

and ‘f’, ‘g’, ‘h’,… to range as variables over various function types S → T.  VFT adds the 

following Axioms IV-VI.  Axiom IV is the usual one for 0 and sc; we also write nʹ′ for 

sc(n). Axiom V is Induction, in the form  

0 ∈X ∧ ∀n (n ∈X → nʹ′ ∈X) → N ⊆ X. 

Finally, Axiom VI is for Recursion on N into an arbitrary type T.  This tells us that if f is 

of type N × T→T and a ∈T and g = rT(f, a) then  
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g(0) = a ∧ ∀n[g(nʹ′) = f(n, g(n))]. 

The system VFT has a model in which the types are all the arithmetically definable 

subsets of the natural numbers N.  In particular, S → T for any two such types S and T is 

interpreted to be the set of all indices e of partial recursive functions whose domain 

includes S and which map S into T.  VFT also has a classical model in the cumulative 

hierarchy up to level ω over N considered as a set of urelements.   It is remarked several 

times in Part II of the notes below that VFT suffices for the formalization of constructive 

analysis in the sense of Bishop (1967) [and, thus, equally well in Bishop and Bridges 

(1985)].  

Theorem 1. VFT is a conservative extension of PA. 

This may be established by a quick model-theoretic proof as follows.  Let M be any 

model of PA; then M can be expanded to a model M* of VFT by taking the types to 

range over all first-order definable subsets of M.  Let S, T be any types of M*. Using 

standard pairing and projection operations in M, S × T is defined as usual, and S → T is 

defined to consist of all indices z in M such that for each x in S, {z}(x) is in T.  Finally, 

each formula φ is equivalent to a formula that is first-order definable over M, so               

{x ∈S ⎪φ(x)} is also a type in M*.  (The theorem can also be established by a proof-

theoretic argument.) 

 We now turn to a system obtained from VFT⎯in part by an expansion and in part 

by a restriction⎯that is suitable for the formalization of predicative analysis and that is 

also conservative over PA.  The expansion is given by adjunction of a constant µ for the 

unbounded minimum operator on N; it is of type (N → N) → N and comes with the 

following additional axiom: 

(µ)   f ∈(N → N) ∧ f(n)= 0 → f(µf) = 0 ∧ µf ≤ n. 

It may be seen that the system VFT + (µ) is stronger than PA since we can prove by the 

induction axiom of VFT transfinite induction up through ε0 (at least) for elementary 

arithmetical properties with function parameters.  To cut down its strength to PA, we now 

restrict the axioms of induction and recursion in VFT as follows.  By a subset x of N, we 
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mean a subtype of N that has a characteristic function.  We can simply identify such x 

with an element of (N → N) and write n ∈x for x(n) = 0.   Then the Set Induction Axiom 

tells us that for each subset x of N, 

0 ∈x ∧ ∀n[n ∈x → nʹ′ ∈x] → ∀n(n ∈x). 

This is equivalent to the statement: 

f, g ∈N → N ∧ f(0) = g(0) ∧ ∀n[f(n) = g(n) → f(nʹ′) = g(nʹ′)] → ∀n[f(n) = g(n)]. 

The second restriction made is to take rN as the only recursion operator.  By Res-VFT is 

meant the system obtained from VFT by replacing the Induction Axiom by the Set 

Induction Axiom and the Recursion Axiom VI by its special case for rN.  (NB: In the 

notes below, Res-VFT is also written as VFT followed by the restriction sign.)   

Theorem 2.  Res-VFT + (µ) is a conservative extension of PA.  

A proof of this is sketched in Feferman (1985).  A proof of a stronger result is given in 

terms of certain systems of explicit mathematics in Feferman and Jäger (1996) whose 

language and axioms are simpler than those given by the VFT systems.  In particular, it 

has a universal type V and all individual variables range over V; the reader is referred to 

that article for all details of language and axioms.  A base system for our work is called 

Elementary Explicit Type Theory and is denoted by EET. The Axiom of Induction of 

VFT is called Type Induction when added to EET, and is denoted there by (T-IN).  

Similarly the Set Induction Axiom is denoted by (S-IN).  Finally, the addition of the (µ) 

axiom to EET is denoted by EET(µ).  The first of the following theorems connecting the 

two approaches is quite direct. 

Theorem 3.  

(i) VFT is interpretable in EET + (T-IN). 

(ii)  Res-VFT + (µ) is interpretable in EET(µ) + (S-IN). 
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Theorem 4. (Feferman and Jäger 1996) 

(i) EET + (T-IN) is proof-theoretically equivalent to PA and is a conservative 

extension of it. 

(ii) EET(µ) + (S-IN) is proof-theoretically equivalent to PA and is a conservative 

extension of it. 

Thus these results serve to supersede the arguments of Feferman (1985).  Like VFT, the 

system EET + (T-IN) has both a recursion theoretic model and a classical model.  It will 

be shown in the forthcoming book on explicit mathematics how to carry out within it 

typical notions and arguments of Bishop style constructive analysis as given in Bishop 

and Bridges (1985).3  What Part II of these notes provide is to show in detail how all of 

19th c. classical analysis and much of 20th c. analysis can be carried out in a generally 

straightforward way within Res-VFT + (µ), hence in EET(µ) + (S-IN).  

 More specifically, in the case of 19th c. analysis, systematic use is made of 

Cauchy completeness rather than the impredicative l.u.b. principle, and sequential 

compactness is used in place of the Heine-Borel theorem.  Then for 20th c. analysis, 

Lebesgue measurable sets and functions are treated directly without first going through 

the impredicative operation of outer measure; the existence of non-measurable sets 

cannot be proved in our system.  Moving on to functional analysis, again the “positive” 

theory can be developed, at least for separable Banach and Hilbert spaces, and can be 

applied to various Lp spaces as principal examples.  Among the general results that are 

obtained are usable forms of the Riesz Representation Theorem, the Hahn-Banach 

Theorem, the Uniform Boundedness Theorem, and the Open Mapping Theorem. The 

notes conclude with the spectral theory for compact self-adjoint operators on a separable 

Hilbert space.  It is in this way that the assertions in the publications referred to at the 

beginning are hereby substantiated.   

                                                  
3 Variant designations for the systems of Explicit Mathematics involved will be used 
there.  
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We can now say something about how this work compares with the developments 

of predicative analysis in Grzegorczyk (1955), Lorenzen (1965) and Simpson (1988).  

Grzegorczyk’s aim was to give a precise model for Weyl (1918) in terms of the notions 

of elementarily (i.e. arithmetically) definable real numbers, real functions and sets of real 

numbers.  It does not go beyond 19th c. analysis and no attention is paid to proof-

theoretical strength.  Lorenzen, in his book, also conceives of his work as an extension of 

Weyl (1918), but only to differential geometry.  Moreover, though his work begins with a 

sketch of a foundational approach, there are no proof-theoretic results.  Simpson’s work 

on the other hand is quite different from both of these.  It is an exposition of the work in 

the Reverse Mathematics program initiated by Harvey Friedman that centers on five 

subsystems of second order analysis: RCA0, WKL0, ACA0, ATR0 and Π1
1-CA0. Each of 

these beyond the first is given by a single second-order axiom, in addition to the 

Induction Axiom as in Axiom V of VFT.  In contrast to our work, which permits the free 

representation of practice in the full variable finite type structure over N, all mathematical 

notions considered by Simpson are represented in the second-order language by means of 

considerable coding.  The main aim of the Reverse Mathematics program is to show that 

for a substantial part of practice, if a mathematical theorem follows from a suitable one of 

the basic axioms then it is equivalent to it, i.e. the implication can be reversed.  For 

comparison with our work, much of predicative analysis falls under these kinds of results 

obtained for WKL0 and ACA0, that are of proof-theoretical strength PRA and PA 

respectively.  Thus, on the one hand Simpson’s results are proof-theoretically stronger 

than ours, since the strength of various individual theorems of analysis is sharply 

determined.  On the other hand, the exposition for the work in WKL0 and ACA0 is not 

easily read as a systematic development of predicative analysis, as it is in our notes.  Still, 

the Simpson book is recommended as a rich resource of other interesting results that 

could be incorporated into our development.   

In conclusion, something must be said about the outer limits of predicativity both 

from a metatheoretical and from a mathematical point of view.  The reference Feferman 

(2005) gives a general account of both, and the articles Friedman (2002) and Simpson 

(2002) concern specific results dealing with the latter.  The reader is directed to these for 

further references not given below.  Initially, in the 1950s, predicativity was studied as a 
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part of the theory of definable sets of natural numbers, where quantification over N is 

accepted to be the basic definite logical operation.  With this in mind, Kleene introduced 

the collection HYP of hyperarithmetical sets in terms of what one obtains by iterating the 

numerical quantification (“jump”) operation through the constructive ordinals, i.e. 

through those ordinals with a recursive order type.  Write ω1
(rec) for the least non-

recursive ordinal.  Using Hα to denote the set obtained at the αth level in that way (taking 

effective joins at limit ordinals), Kleene defined HYP to be the collection of all sets 

recursive in some Hα for α < ω1
(rec).  An alternative description of HYP may be obtained 

using the ramified hierarchy Rα of sets of natural numbers.  That is defined for α < ω1
(rec) 

by taking Rα to consist of the sets given by definitions in the ramified language of 2nd 

order arithmetic in which the 2nd order variables are each restricted to range over some Rβ 

for some β < α. This corresponds to the requirement of predicative definability that one 

only deals with those classes of sets defined in terms of previously accepted classes; 

Kleene showed that the union of the Rα for α < ω1
(rec)

 equals HYP.  Finally, Spector 

showed that bootstrapping through the predicatively definable ordinals does not take one 

beyond HYP, since every HYP definable well-ordering of N is of the same order type as 

a recursive well-ordering.  If HYP is accepted as an upper bound for the predicatively 

definable sets, that can be used to show that certain theorems of analysis are 

impredicative.  One example is the existence of non-Lebesgue measurable sets of reals, 

since every HYP set of reals is measurable.  Also, Kreisel showed that the Cantor-

Bendixson theorem, according to which every closed set is the union of a perfect set and 

a countable (scattered) set fails in HYP.   

Moving on, Kreisel proposed that for a proper analysis of predicativity⎯that is, 

of what notions and principles concerning them one ought to accept if one has accepted 

the natural numbers⎯it would be more appropriate to deal with predicative provability 

rather than predicative definability.  Kreisel’s suggestion was that this should be done in 

terms of an autonomous transfinite progression of systems RAα of ramified analysis 

where the autonomy (or boot-strap) restriction is that one ascends only to those levels α 

for which some recursive relation of order type α has been proved to be a well-ordering 

in RAβ for some β < α. It was independently established in Feferman (1964) and Schütte 
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(1965) that the least impredicative ordinal, i.e. the limit of the predicatively provable 

ordinals in this sense, is the least fixed point α of χα(0) = α, where the χα form the first 

Veblen hierarchy of critical functions of ordinals for all ordinals α.  The least 

impredicative ordinal is denoted Γ0 and we have Γ0 < ω1
(rec).   Thus, even if a 

mathematical statement holds in HYP it will be impredicative if, for example, it proves 

the consistency of the union of the RAα for α < Γ0.  The first such example was provided 

by Friedman who obtained a finite combinatorial form of Kruskal’s Theorem of this kind; 

Kruskal’s Theorem itself⎯an infinitary statement⎯implies the well-foundedness of the 

standard ordering of order type Γ0 (cf. Friedman (2002) for the back references).     

The investigation via formal theories of which parts of analysis are predicatively 

justified is best pursued via unramified systems T, since ramification is an artificial 

restriction on the language of analysis in practice.  Feferman (1964) initiated the study of 

predicatively reducible unramified systems, i.e. those systems T that are proof-

theoretically reducible to some RAα for α < Γ0.  Of course the system ACA0, which is 

another form of the lowest level in the hierarchy of ramified theories, is trivially 

predicatively reducible.  At the opposite end, there are a number of interesting systems to 

mention that are of the same proof-theoretical strength as the union of the RAα for α < Γ0.  

First of all, we have the system Σ1
1 -DC + BR; the proof-theoretical equivalence in this 

case was first established in Feferman (1978) and later as a special case of a more general 

statement in Feferman and Jäger (1983).  In the latter publication, another system of this 

type is formulated as the autonomous iteration of the Π0
1  comprehension axiom.  Finally, 

Friedman, McAloon and Simpson (1982) showed that the system ATR0 is also of the 

same proof-theoretical strength as full predicative analysis.  Since that is given by a 

single axiom over RCA0, it follows that results in analysis and other parts of mathematics 

that are provably equivalent to ATR0 are impredicative. Simpson (2002, 2010) gives a 

number of examples of theorems from descriptive set theory that are equivalent to ATR0, 

such as that every uncountable closed (or analytic) set contains a perfect subset. Also, 

ATR0 is equivalent to comparability of countable well-orderings.  In addition, Friedman, 

McAloon and Simpson (1982) give a mathematically natural finite combinatorial theorem 

that is equivalent to the (1-) consistency of ATR0, and hence not provable from it.  



 

 

I-12 

To conclude, something should be said about the brief final section 5 of Part II of 

these notes. That section concerns some uses of the axiom Proj1 of type 1 projection in an 

extension of the VFT framework.  Proj1 is an axiom for quantification over N → N that 

gives a system of strength full 2nd order analysis in the presence of the (µ) axiom.  The 

sentence Proj1 says that if b is any subset of N × (N → N) then there is a subset a of N 

such that  

∀n[ n ∈a ↔ (∃f N 
→
 N)(n, f) ∈b]. 

With just one application this implies Π1
1 -CA, and thus goes well beyond predicative 

mathematics.  It is shown in section 5 how to derive the l.u.b. axiom from Proj1.   

NB. Part II of the notes begin with page II-4.  Pages II-1 to II-3 are superseded by the 

preceding Introduction.    

The following gives all references used in this introduction and in the notes below. 

!
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