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Abstract

Intuitionistic epistemic logic is an active research field. However, so far no consensus
has been reached what the correct form of intuitionistic epistemic logic is and more
technical and conceptual work is needed to obtain a better understanding. This article
tries to make a small technical contribution to this enterprise.

Roughly speaking, a proposition is distributed knowledge among a group of agents if
it follows from their combined knowledge. We are interested in formalizing intuition-
istic distributed knowledge. Our focus is on two theories IDK and IDT, presented
as Hilbert-style systems, and the proof of the completeness of these theories; their
correctness is obvious.

Intuitionistic distributed knowledge is semantically treated following the standard
lines of intuitionistic modal logic. Motivated by an approach due to Fagin, Halpern,
and Vardi, though significantly simplified for the treatment of IDK and IDT, we show
completeness of these systems via a canonical model construction.
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1 Introduction

Intuitionistic epistemic logic is an active research field; see, for example, Arte-
mov and Protopopescu [1], Hirai [6], Jager and Marti [7], Krupski and Yat-
manov [8], Proietti [11], Suzuki [14] and also the somewhat older Williamson
[16]. The two main pillars of most present approaches are:

¢ Epistemic logic based on classical modal logic. There exists a huge amount
of work making case for classical multi-modal systems providing an adequate

1 Research partly supported by the Swiss National Science Foundation.



2 A canonical model construction for intuitionistic distributed knowledge

and useful framework for reasoning about knowledge and belief. The text-
books Fagin, Halpern, Moses, and Vardi [2] and Meyer and van der Hoek [9]
provide a solid introduction into this area.

e Systems of intuitionistic modal logic. There is also the interesting — though
not so popular — world of intuitionistic modal logic. A fundamental result is
the completeness proof for the logic IK in Fischer Servi [12], and Simpson
[13] provides an excellent survey of intuitionistic modal logics, contains some
further results and leads to present research in this area.

However, so far no consensus has been reached what the “correct” form
of intuitionistic epistemic logic is. Different approaches have been proposed,
varying in their philosophical justifications and taking into account various
fields of possible applications. We believe that intuitionistic epistemic logic
may provide an approach to dealing with knowledge that is more “constructive”
than the treatment of epistemic logic based on classical logic. In particular, it
has to be seen whether the process of building up (or acquiring) knowledge by
an agent can be more naturally formalized in an intuitionistic environment. It
is clear that more technical and conceptual work is needed and that we have to
develop a better understanding of the general methodology behind intuitionistic
epistemic reasoning.

This article tries to make a small technical contribution to this enterprise.
It can be considered as a twin of Jéger and Marti [7] which deals with intuition-
istic common knowledge. Now we are interested in formalizing intuitionistic
distributed knowledge. Our focus is on two theories IDK and IDT and the
proof of the completeness of these theories. This is achieved by adapting a
canonical model construction for our framework.

2 The language Lpx and its semantics

Our general scenario is that we want to deal with ¢ agents agy,...,age, the
individual knowledge/belief of these agents and knowledge/belief distributed
among them. In order to avoid a trivial situation, £ > 2 is a general assump-
tion. We begin with introducing a language Lpg tailored for this purpose and
interpret its formulas over so-called epistemic Kripke structures, thus providing
a semantic approach to intuitionistic distributed knowledge/belief. To formally
express that agent ag; knows or believes o, we will write K;(«), whereas D(«)
says that « is knowledge distributed among ag,...,age,. Hence the language
Lpg comprises the following primitive symbols:

PS.1 Countably many atomic propositions p,q,r (possibly with subscripts);
the collection of all atomic propositions is called PROP.

PS.2 The logical constant 1 and the logical connectives V, A, and —.
PS.3 The modal operators Ky, ..., Ky, D.
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The formulas o, 8,7, 6 (possibly with subscripts) of £Lpk are generated by the
following BNF":

ax=p| L] (ava) | (arha) | (a—=a) | Ki(a) | D(a).

It is common in intuitionistic logic to define negation -« by (o — 1) and
equivalence (« <> 8) by ((a — ) A (8 — «)). We often omit parentheses and
brackets if there is no danger of confusion.

As in the classical setting all operators K; will have the normality axiom

Kila = 8) = (Ki(@) = Ki(B))-

Sometimes it is argued that interpreting K;(«) as “agent ag; knows «” requires
the presence of the truth property

Ki(a) = «

and possibly positive as well as negative introspection; otherwise K;(«) should
be seen as stating that agent ag; only believes . However, since we are pri-
marily interested in technical questions, we do not make this distinction and
speak of knowledge and distributed knowledge to simplify matters.

In this paper we do not enter into a discussion of the modal logic approach
to knowledge and distributed knowledge. As mentioned above, this is done in
great detail in the textbooks Fagin, Halpern, Moses, and Vardi [2] and Meyer
and van der Hoek [9] as well as in many research articles; see, e.g., Fagin,
Halpern, and Vardi [3], Gerbrandy [4], Hakli and Negri [5], and Wang and
Agotnes [15]. However, all these texts are about distributed knowledge based
on classical logic, whereas here we work in the context of intuitionistic logic. As
mentioned above, intuitionistic epistemic logic is interesting by its own. Here
we add the facet of intuitionistic distributed knowledge/belief to the general
discussion.

First we have to fix the adequate structures over which the formulas of
Lpr will be interpreted. First some notation: Given a non-empty set W
and a binary relation R on W, we often write aRb for (a,b) € R and set
Rla] :={b € W : aRb}. We say that R]a] is the collection of all elements of W
that are accessible from a via R.

Definition 2.1 An epistemic Kripke structure (EK-structure for short) of or-

der ¢ is an (¢ + 3)-tuple M = (W, =<, Ryq,..., Ry, V) with the following prop-

erties:

(EK.1) W is a nonempty set (the set of the so-called worlds of 1) and < is a
preorder on W.

(EK.2) Every R; for 1 < 4 < ¢ is a binary relation on W such that for any
a,be W,
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(EK.3) V is a function from W to the power set of PROP such that for any
a,be W,
a<b = V(a) CV(D).
M is called a reflerive EK-structure iff all relations Ry, ..., Ry are reflexive.

(EK.1) and (EK.3) are the usual properties of a Kripke structure for intu-
itionistic propositional logic. Given the EK-structure of order ¢

m:(VV?j7R1a"'7R€7V)7

the relation R; is the accessibility relation associated with agent ag; that tells
which worlds b are accessible for ag; from world a; agent ag; “knows” « in world
a iff @ holds in all worlds that are accessible for ag; from world a. On the other
hand, « is considered to be distributed knowledge in world a iff o holds in those
worlds that are accessible for all agents agi,...,ags from a. The condition
(EK.2) ensures monotonicity for formulas of the form K;(a). Whenever agent
ag; progresses along =, the collection of worlds that are accessible for ag; can
go down, reflecting the fact that some worlds are ruled out as being accessible
due to new information. If R; is reflexive then all worlds b such that a < b are
accessible for agent ag; from a.

Definition 2.2 [Value] Given an EK-structure 9 = (W, <, Ry,..., R, V) of
order ¢, the set ||allop of worlds satisfying « is inductively defined as follows:

(1) I Lllon = 0,

(2) lIplloe == {a € W:pe V(a)} for any p € PROP,

(3) [l Bllan = lleflan U |8l

(4) llaABllon = lleflon O [Bllan,

(5) o= Blln = fa e W:{beW:a=b}n|alm C|[Bllm},
(6)

(7)

6) [IKi(a)lam = {a€ W : Ri[a] C [laflon}
7) [ID(@)lsn = {a € W :;_, Rila] C [lllan}.

A simple proof by induction on the structure of « shows that the sets ||c||on
satisfy the usual monotonicity condition of intuitionistic logic.

Lemma 2.3 For all EK-structures M = (W, =<, Ry,..., Ry, V) of order ¢, all
elements a,b € W, and all a we have that

a=band a€lla)lm = b€ |a|m.

We call ||a|lon the value of o in M and often write (M, a) = « instead of
a € |la)lm. In addition, « is valid in the EK-structure 9, written M = «, iff
(M, a) = « for all worlds a of M. Finally, « is called EK-valid, written = «,
iff v is valid in every EK-structure. Analogously, « is called reflezive EK-valid,
written )zref a, iff o is valid in every reflexive EK-structure.

We end this section with comparing our semantics to some common ap-
proaches in the literature, in particular that of Fischer Servi, Plotkin and Ster-
ling, and Simpson. Since distributed knowledge is not treated there, we confine
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ourselves to D-free Lpg formulas for this comparison. The mentioned authors
impose certain restrictions on their frames to deal with the interplay between
O- and <O-formulas. Our modal operators K; are boxes, as is the operator D
for distributed knowledge. This means that we work in multi-agent versions of
the O-fragment, and therefore do not need these frame conditions.

Intuitionistic logic requires monotonicity, and in Fischer Servi [12], Plotkin
and Sterling [10], and Simpson [13] this is done by building it into the truth
definition. As shown in Jager and Marti [7], both approaches lead to equivalent
notions of validity. So our semantics for intuitionistic distributed knowledge
builds on established semantic concepts.

The question now is whether there exist deductive systems that prove ex-
actly the EK-valid and reflexive EK-valid formulas, respectively.

3 The Hilbert systems IDK and IDT

In the following we present a Hilbert-style axiomatization IDK of intuitionistic
distributed knowledge and the system IDT for intuitionistic distributed knowl-
edge with the truth property. There are also natural sequent calculi that prove
the same formulas, but for the model construction and completeness proofs
below it is irrelevant what kind of deductive system we use.

The axioms of IDK comprise the usual axioms of intuitionistic proposi-
tional logic, the normality axioms, sometimes also called K-axioms,

Ki(a = B) = (Ki(a) = Ki(B)) (K)

plus the D-axioms
D(a — 8) — (D(e) = D(B)), (D1)
Ki(a) = D(a), (D2)

always for all 4 with 1 <4 < ¢ and all o, 5. Because of (D1) the operator D
is normal, and in view of (D2) anything known by any agent is distributed
knowledge.

The rules of inference of IDK are modus ponens and necessitation for the
operators Ky, ...,K; and all «, 5:

Q@ a—f Q
———— (MP and ———— (NEC).
g M k() (NEC
Because of (D2) and (NEC) the necessitation rule for D
e
D(e)

is derivable in IDK. It is easy to see that all axioms of IDK are EK-valid;
(D1) and (D2) follow directly from the intersection-interpretation of D. Fur-
thermore, all EK-structures are clearly closed under the rules of inference of
IDK.
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The theory IDT is obtained from IDK by adding the claim that the dis-
tributed knowledge of o implies «, i.e.,

D(a) = « (T)

for all @. In view of (D2) this implies the truth property K;(a) — « for all
operators K;.

Those EK-structures of order £ in which all (T)-axioms are valid are called
(T)-models. The intended structures for IDT are reflexive EK-structures, and
(T) is obviously valid in those. However, there are non-reflexive EK-structures
of order ¢ in which all (T)-axioms are valid.

Let IDe be one of the theories IDK or IDT. We write IDe |- o to state that
« is provable in the theory IDe in the usual sense. The following soundness
theorem is then straightforwardly proved by induction on the length of the
derivations.

Theorem 3.1 (Soundness) For all « we have:
(i) IDKFa = EFa.
(ii) IDTFa = |=mnf .
As mentioned above, there exist non-reflexive (T)-models. Nevertheless,

validity of (T) in EK-structures is closely related to reflexivity, as show in the
following lemma. First a definition.

Definition 3.2 Let M = (W, =, Ry,..., Ry, V) be an EK-structure of order .
The reflexive extension O of M is defined to be the structure

(ij Elw"aﬁfav)a

where (for 1 < i < f) the relation R; is defined to be the reflexive closure of

R;, ie., R;:=R;U{(a,a):a€ W}
It is an easy observation that any (T)-model can be extendend to a reflexive
EK-structure of the same order.

Lemma 3.3 If M= (W, =, Ry,..., Ry, V) is a (T)-model, then I is a reflex-
e EK-structure; for all a € W and all o we have that

(M,a) Fa <= (Ma) =

Proof. The reflexivity of 9 is clear. The second part is proved by induction
on «. If « is the logical constant 1 or an atomic proposition, the assertion is
obvious; if « is a disjunction, a conjunction, or an implication it follows directly
from the induction hypothesis. Hence we can concentrate on the cases that o
is of the form K;(3) or D(B).

(i) Let « be the formula K;(3). The direction from left to right is evident. So
asssume (M, a) = K;(B), from which we obtain

(M, b) E B for all b € R;[a).
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M is a (T)-model, thus K;(8) — f is valid in 9 and our assumption also
yields (M, a) = 3. From the induction hypothesis we obtain (9, c) |= 3 for all
¢ € R;la] U {a} = R;[a]. Therefore, (I, a) = K;(B).

(ii) Let « be the formula D(5). The direction from left to right is evident again.
To show the converse direction, let (9, a) = D(8). Hence we have

‘
(M, b) =B forall be N R;al.
i=1
Since M is a (T)-model, we also have (9, a) = B. Hence the induction hy-
pothesis implies (90, ¢) |= 3 for all ¢ € ﬂle Ri[a]U{a} = ﬂle R;[a]. This is
what we had to show. O

4 Pseudo-validity

Now we build up some machinery that will lead to the canonical models and
the completeness proofs for the systems IDK and IDT in the next section.
What we do here is motivated by the approach presented in Fagin, Halpern,
and Vardi [3] and Wang and Agotnes [15]. However, our version is a significant
simplification, tailored for the treatment of IDK and IDT.

The idea is to introduce the notion of pseudo-validity. In doing that, we
interpret the formulas in EK-structures of order (¢ + 1) where the operator D
is interpreted by the additional binary accessibility relation Ryy;. Afterwards
we will extend these EK-structures of order (¢ 4 1) to strict EK-structures of
order (£ + 1) and then collapse these strict EK-structures of order (¢ + 1) to
EK-structures of order £, suitable for our purpose.

Definition 4.1 Given an EK-structure 9 = (W, X, Ry,..., Ry41, V) of order
(€ + 1), the set |||/} of worlds pseudo-satisfying « is inductively defined as
follows: Clauses (1) to (6) are as in Definition 2.2, but clause (7) is replaced by

(7) 1ID()ll3n :={a € W: Repala] C [lally}-

As can be seen by a trivial induction on « also this assignment of sets of
worlds to formulas is monotone.

Lemma 4.2 For every EK-structure M = (W, =X, Ry,...,Rp+1,V) of order
(£ +1), all elements a,b € W, and all o we have that

a=band aclalfy = be ol

We call |af|§; the pseudo-value of o in 9 and often write (M, a) =P* «
instead of a € ||a||};. In addition, « is pseudo-valid in the EK-structure M of
order (¢4 1), written 9 =P* «, iff (IM, a) =P° « for all worlds a of M.

Since the operator D is interpreted by the relation Ry in an EK-structure
M= (W,=,Ry,...,Rey1,V) of order (€41), the axioms (ID2) are not necessar-
ily pseudo-valid in 9. Those EK-structures of order (£+ 1) in which all (D2)-
axioms are pseudo-valid are called (D2)-pseudo-models. An EK-structure 9t of
order ({4 1) is a (D2T)-pseudo-model iff all (D2)-axioms and all (T)-axioms
are pseudo-valid in 9.
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Of course, for every EK-structure 9t of order ¢ there is an EK-structure
M’ of order (£ + 1) such that validity in 9 is equivalent to pseudo-validity in
M. The following lemma is an immediate consequence of Definition 2.2 and
Definition 4.1.

Lemma 4.3 Let M = (W, =X, Ry,..., Ry, V) be an EK-structure of order ¢ and
define
¢
M = (W,2,Ry,...,Re, [ Ri, V).

i=1

Then M is an EK-structure of order (( + 1) and for all a € W and all o we
have that

M,a) Fa <= (M,a) > .

In particular, M is a (D2)-pseudo-model and if M is a (T)-model, then M
is a (D2T)-pseudo-model.

Our next step is to transform a given EK-structure of order (¢ + 1) into
what we call its strict extension. The purpose of this extension is to enforce a
well-controlled behavior of the intersection of the accessibility relations. From
now on we write I for the set {1,...,({+1)}.

Definition 4.4 [Strict extension] Given an EK-structure
M= (W,=,R1,...,Re41,V)
of order (£ + 1), its strict extension is defined to be the structure
mt = (W8 =<4 RY,... R, VF),

where we set:
(11) W¥ .= W x I,
(#2) =*:= {((a,i),(b,j)) :a =bandi,j € I},
(#3) R* := {((a,7), (b,7)) : (a,b) € R; and j € I} for any i € I,
(#4) V¥((a,i)) := V(a) for any (a,i) € W*.
It is obvious that M is an EK-structure of order (¢+1). Further properties

of strict extensions are summarized in the following lemma whose proof is
obvious.

Lemma 4.5 Let M = (W,=,Ry,...,Ri11,V) be an EK-structure of order
(£ +1). Then we have:

(i) If i and j are different elements of I, then R?[(a,k)] N Rg[(mk)] =0 for
any (a, k) € WE.

(ii) Moo, R¥(a, k)] =0 for any (a,k) € WH.
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Proof. The second assertion is an immediate consequence of the first since
we deal with at least two agents. The first assertion follows from (43), which
claims that all elements of W* accessible from (a,k) via Rf are of the form
(b,7) and those accessible from (a, k) via Rﬁ- are of the form (¢, j). m]

The following lemma is important and shows that the strict extension of an
EK-structure of order (¢4 1) does not affect the class of pseudo-valid formulas.

Lemma 4.6 Let M = (W,=,Ry,...,Ri11,V) be an EK-structure of order
(¢ +1). Then we have for all (a,i) € W* and all « that

(M,a) =P 0 <= (M, (a,i)) =P° a.

Proof. We show this claim by induction on the structure of a and distinguish
the following cases.

(i) « is the logical constant L or an atomic proposition. Then the situation is
clear.

(ii) « is a disjunction or a conjunction. Then we simply have to apply the
induction hypothesis.

(iii) o is of the form § — . To show the direction from left to right we assume
(M, a) =P B — « and thus have

(M,b) EP* B = (M, b) EP°~ for all b such that a < b. (1)

In order to prove (MF, (a,4)) =P B — 7, we pick an arbitrary (c,j) € W* for
which (a,i) <* (c,j) and (9%, (c,7)) =P* B. By the induction hypothesis we
obtain (9M,c) =P* B, and in view of the definition of <* we also have a < c.
Hence (1) gives us (M, c) =P° ~, and a further application of the induction
hypothesis yields (9, (c,j)) EP* v, as we had to show. The proof of the
converse directions follows exactly the same pattern.

(iv) « is of the form K;(/). For establishing the direction from left to right
assume (9, a) =P° K; (), yielding that

(M, b) =P° B for all b € Rjlal. (2)

Now we pick an arbitrary element (¢, k) of Rg. [(a,7)]. According to the definition
of Rg this implies that ¢ € R;[a], and in view of (2), we thus obtain (901, ¢) =P*
B. Now we can apply the induction hypothesis and have (9%, (c, k)) =P* B.
Therefore, (9%, (a,4)) EP* K;(B).

For the converse direction we proceed from (¥, (a,4)) EP* K;(B), i.e. from
(M, (b, ) EP* B for all (b,j) € R[(a,0)]. (3)

Given any element ¢ of R;[a|, we obtain (c, j) € Rg-[(a, i)], thus that (3) implies
(%, (c,5)) =P B. Applying the induction hypothesis then immediately leads
to (M, ¢) =P° B. Hence we have (M, a) =P° K,;(6).
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(v) a is of the form D(3). This case can be handled as the previous case since
D is interpreted by the relations Ry and Rg 41, respectively. a

An immediate consequence of this lemma is that the property of being
a (D2)-pseudo-model or a (D2T)-pseudo-model is inherited from an EK-
structure 91 to its strict extension 9.

Corollary 4.7 If9 is a (D2)-pseudo-model, then IMM* is a (D2)-pseudo-model
as well; if M is a (D2T)-pseudo-model, then also M! is a (D2T)-pseudo-
model.

The strict extensions of (D2)-pseudo-models have a further property that
will be needed in the proof of Lemma 4.10.

Lemma 4.8 Let M = (W, X, Ry,...,Rp1,V) be a (D2)-pseudo-model and j
one of the numbers 1,... L. Then we have for all (a,i), (b, k) € W* and all a
that
(mtﬁv ((l, Z)) l:ps Kj (a) and
(b,k) € (RS U R, 1)l(a, 1)

Proof. Since M is a (D2)-pseudo-model, (M, (a,i)) =P* D(«) follows from
the assumption (MF, (a,7)) =P° K, (). In this pseudo-model the operator D is
interpreted by means of the accessibility relation Rﬁ 41, hence the conclusion is
an immediate consequence. a

} —  (M*, (b, k)) P

EK-structures of order (¢+1) provide only intermediate tools for the canon-
ical model construction. In the end we are interested in EK-stuctures of order
£, and in order to build those, we now collapse EK-structures 91 of order (¢+1)
to so-called associated structures 9* of order ¢, via their strict extensions 9.

Definition 4.9 [Associated structure] Given an EK-structure
M= W,=,R1,...,Rp41,V)
of order (¢+ 1), the structure associated with 9 is defined to be the structure
mr = (W*, 2% Ry,...,R;, V),

where we set:

(x1) W* = Wt =<r=<t V* .= VE

(*2) Rf := REUR}, | fori=1,...,L

It is clear that 91" is an EK-structure of order ¢. The decisive property of
this construction is that validity with respect to the structure associated with
an EK-structure 91 of order (¢ + 1) coincides with pseudo-validity with respect
to its strict extension 9.

Lemma 4.10 Given a (D2)-pseudo-model M = (W, =<, Ry,...,Rey1,V), we
have for all (a,i) € W* and all o that

(M, (a,0) Fa <= (D, (a,7)) "
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Proof. The proof of this equivalence is by induction on the structure of a. We
distinguish the following cases:

(i) « is the logical constant L or an atomic proposition. Then the claim follows
immediately.

(i) « is a disjunction, a conjunction, or an implication. Then we simply have
to apply the induction hypothesis.

(iii) « is of the form K;(8). In view of the definition of R, the direction
from left to right is obtained by a straightforward application of the induction
hypothesis. For proving the converse direction, assume (9%, (a,4)) E=P* K; ().
However, then Lemma 4.8 implies (MF, (b, k)) =P* 3 for all elements (b, k) of
(R* U RﬁH)[(a,i)] = R}[(a,i)]. For all those (b, k) the induction hypothesis
yields (9*, (b, k)) = B , and thus we have (I*, (a,7)) = K;(5).

(iv) « is of the form D(3). Now we observe that

¢ Y ¢ :
ﬂjzl Rj[(a,z)] = ﬂj:l(Rg‘ U R2+1)[(a,l)]
¢ ) , )
= (Mj= Bl ) U Ry [(,0)] = Ry, [(a.0)],
where the last equality follows from Lemma 4.5. Hence the operator D is

interpreted in 9* as in M? | and our assertion is immediate from the induction
hypothesis. a

We now come to the main theorem of this section. It is an immediate
consequence of Lemma 4.6 and the previous lemma.

Theorem 4.11 If9M = (W, <X, Ry,...,Re+1,V) is a (D2)-pseudo-model, then
we have for all (a,i) € W* and all a that

M,a) " o = (M, (a,9)) = o
In particular, if M is a (D2T)-pseudo-model, then M* is a (T)-model.

5 Prime sets and completeness

Now we introduce syntactic EK-structures that are based on so-called prime
sets. This is a standard approach to proving completeness of intuitionistic
modal systems also used in, for example, Fischer Servi [12] and Simpson [13].

Recall that IDe stands for one of the theories IDK or IDT. If P is a
set of formulas, then we write P Fipe (3 iff there exist finitely many formulas
Y1, -«->Yn € P such that IDe - (y1 A ... Aq,) — B.

Definition 5.1 [Prime set] A set P of formulas is called IDe-prime iff it sat-
isfies the following conditions:

(Pl) P Hpe ﬂ = B€ P,
(P2) pvyeP = pe€P or yeP,
(P.3) L¢P.

The following prime lemma describes a crucial property of prime sets. Its
proof is standard and similar to that in Jéger and Marti [7].
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Lemma 5.2 (Prime lemma) Suppose that P t/1pe « for some set of formu-
las P and some . Then there exists an IDe-prime set Q such that P C ) and

Q /1D .

Relative to the theory IDe we now introduce the canonical EK-structure €.
In order to keep the notation readable, we refrain from explicitly mentioning
IDe (for example as sub- or superscript), but it should always be clear from
the context to which theory we refer. If N is a set of formulas and H one of
the modal operators K, ...,Ky, or D, we write H"1(N) for {y: H(y) € N}.

Definition 5.3 [Canonical structure] The canonical structure for IDe is the
(£+4) tuple
¢ = W, C,Ry,...,Reg1, V),

where we define:

(Canl) W := {P: P is an IDe-prime set of formulas},

(Can2) Forany i =1,...,6: R; := {(P,Q) e W xW K ' (P) C Q},
(Can3) Ret1 == {(P,Q) e Wx W :D}(P) CQ},

(Cand) V is the function from W to the power set of PROP given by

V(P) := {p:pe€ P}.

It is evident that € is an EK-structure of order (¢£+ 1). All further relevant
properties follow more or less directly from the following truth property.
Lemma 5.4 (Truth lemma) Let € = (W, C,Ry,...,Req1,V) be the
canonical structure for IDe. Then we have for all a and all P € W that

a€eP <— (C,P)E"a.
Proof. We establish this equivalence by induction on the structure of « and
distinguish the following cases.
(i) It trivially holds in case that « is the logical constant L or an atomic
proposition.
(ii) If v is a disjunction or a conjunction it follows from the induction hypothesis
and the properties of IDe-prime sets.
(iii) « is of the form f; — B2. We first assume that

B1 — B2 € P, PCQew, and (€,Q) EP* p1.

Then we have 81 — (2 € @ and (by the induction hypothesis) 8; € Q. Since
Q@ is deductively closed, this yields fs € @ and thus again by the induction
hypothesis that (€, Q) [EP° 82. @ has been an arbitrary superset of P within
W, and thus we conclude (€, P) =P° 5, — fs.

Now assume (€, P) =P 3y — (2 and 81 — B2 ¢ P. Since P is deductively
closed, we have P U {f1} t/1De f2. By the prime lemma there exists a @ € W
such that

PU{4}CQ and Q Vipe B2, hence B2 ¢ Q.
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Together with the induction hypothesis we thus obtain

(67 Q) ):ps Bl and (€7 Q) %ps ﬁ?'
Since P C @, this contradicts (€, P) =P f; — [s.

(iv) « is of the form K;(3). For the direction from left to right assume
Ki(B)e P and K '(P)CQ
for an arbitrary Q € W. This implies 5 € @, and in view of the induction

hypothesis we thus have (€, Q) =P* 8. Therefore, (€, P) =P° K;(0).
For the converse direction we assume (€, P) =P° K;(5). We first claim that

Ki_l(P) Fipe 3. (*)

To establish this claim, assume for contradiction that K;'(P) Fpe 8. Ac-
cording to the prime lemma we thus have a @@ € W such that Ki_l(P) cQ
and @ t/ipe 8. In particular, 5 ¢ Q. By the induction hypothesis, this yields
(€, Q) £P* B; a contradiction to (€, P) EP* K;(8) and K;I(P) cQ.

From (*) we conclude that there are 71,...,v, € K; '(P) such that
IDet (y1 Ao Ay) — 0.
Thus we also have
IDe = (Ki(y1) A ..o A K (7)) = Ki(B),
with K;(71),...,K;i(vn) € P, implying that P Fipe K;(8). Hence K;(8) € P

since P is deductively closed.
(v) « is of the form D(8). Because of the pseudo-validity interpretation of D,
this case is treated exactly as the previous cases. ]
Corollary 5.5

(i) If € is the canonical structure for IDK, then € is a (D2)-pseudo-model.
(ii) If € is the canonical structure for IDT, then € is a (D2T)-pseudo-model.

Proof. We only have to remember that an IDK-prime set of formulas P is
deductively closed with respect to derivability in IDK and, therefore, contains
Ki(a) = D(a) for all i = 1,...,¢ and all a. Analogously, any IDT-prime set
of formulas @ contains, in addition, the formulas D(a)) — « for any «. Thus
the truth lemma implies our assertions. a

Now the stage is set, and combining what we have obtained so far, we can
state the following first main result.

Theorem 5.6 Let € = (W,C Rq,...,Rex1,V) be the canonical structure
for IDe and €* the EK-structure of order ¢ associated with €. Then we have
for all IDe-prime sets of formulas P, all o, and all i = 1,...,¢ that

aceP — (T (Pi)Fa.
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Proof. In view of the truth lemma and Lemma 4.6 we have
aeP <= (€,P)EPa = (¢ (Pi) [ a

for the strict extension €* of ¢. Furthermore, €* is a (D2)-pseudo-model ac-
cording to the previous corollary. Hence we can apply Lemma 4.10 and see
that

(€ (Pi))Fa = (& (Pi)E"a
Therefore, we have what we want. a

Theorem 5.7 (Completeness) For all a we have:
(i) Fa = IDKFa.
(i) Erefa = IDTFo.

Proof. For the first assertion, assume = « and IDK I/ a. Note that then
the prime lemma thus tells us that there exists an IDK-prime set P for which
P thpk «a. Hence a ¢ P. Consider the canonical structure € for IDK and

the EK-structure €* associated with €. According to Theorem 5.6 we have
(€*,(P,1)) £ afor i = 1,...,£. This is a contradiction to = a.

We come to the second assertion. Now we assume |=,.; o and IDT I/ cv. In this
case the prime lemma gives us an IDT-prime set @ for which Q Fipk « and,
consequently, o ¢ Q. Now we work with the canonical structure € for IDT and
the EK-structure €* associated with €. We see that € is a (D2T)-pseudomodel
by Corollary 5.5 and, consequently, €* is a (T)-model by Theorem 4.11. In
view of Theorem 5.6 we also have (€*, (Q,4)) = « for any i = 1,...,£. It only

remains to move to the reflexive extension €* of €* and to apply Lemma 3.3.
It follows that (€*, (Q,4)) = a. Since €* is reflexive, this is a contradiction to

':Tef (e O

Together with Theorem 3.1 we thus have that IDK and IDT are sound
and complete formalizations of intuitionistic distributed knowledge. In work in
progress extensions of these results to systems including positive introspection
and common knowledge as well as the question of the finite model property
will be considered.

As in classical epistemic logic, positive introspection can be formalized by
the axioms D(«) — D(D(«)) and K;(a) = K;(K;(«)), where the latter seman-
tically corresponds to the transitivity of the relations R;. We think that an
approach to completeness of intuitionistic S4 with distributed knowledge can
be done along the lines of the constructions in Fagin, Halpern, and Vardi [3] and
Wang and Agotnes [15]. Negative introspection is less straightforward, as intu-
itionistic S5 is typically formulated by making use of the box and the diamond
operator; see, e.g., Fischer Servi [12] and Simpson [13], and in intuitionistic
modal logic ¢ () is not equivalent to =O(—«). In our present framework the
operators Ky, ..., K, correspond to boxes. But the corresponding diamonds are
not available.
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