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Introduction

The concept of variable separation forms the nucleus and is still a major branch of the
research program called “implicit computational complexity”, which tries to investigate
complexity theory under a foundational viewpoint, independant of machine models and
explicit resource bounds. It has been used in the study of low complexity classes in numer-
ous contexts for more than 15 years now. The general idea is always to separate variables
into two kinds. The first kind is thought of as the (potential) output of a computation,
which is not yet completed. Having incomplete knowlege on these values only implies that
we should restrict the operations allowed to be performed on them to operations which are
still safe to apply. Thus this kind of variable has variously been named as safe, incomplete,
or output variable. The second kind of variable is meant to represent the input of a compu-
tation, which is given as a complete value (written on the input tape of a Turing machine,
for example), and allows normal access. These variables are called normal, complete, or
input variables.

One particular operation which is considered unsafe, and therefore disallowed for output
values, is to determine the depth of a recursion. For such a value, being the output of some
computation, could itself involve a recursion. But this leads to an uncontrolled nesting
of recursions and therefore to a potential blow-up of the computational complexity. This
explains why, taking a one-sorted formalism, the effect of imposing variable separation is
always a reduction of its power from computable to feasible. By this it allows to transfer
techniques developed in computability theories to the study of feasability.

This idea, present in Nelson [15] and Simmons [21] already, has become widely known due
to the work of Bellantoni and Cook [3], and Leivant. Since then, it has been adapted
to various fields. Following [3], many of the most common complexity classes have been
characterized by “safe” recursion schemes, such as NC! and polylog space by Bloch [6],
Pspace by Oitavem [16] and others. Leivant characterized the polytime functions as being
the functions provably terminating in systems of second order [10] (refined in [14]) and
first order [12] arithmetic, and the elementary functions by higher type recursion [11, 13].
To obtain also a characterization of polynomial time through higher type recursion, Bel-
lantoni, Niggl and Schwichtenberg [5] added an additional “linearity” constraint. Aehlig,
Berger, Hofmann and Schwichtenberg [1, 20] then used such term systems to construct an
equivalent (under the Curry-Howard isomorphism) arithmetic for non-size-increasing poly-
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nomial time. Bellantoni and Hofmann [4] gave a comparable arithmetic but used modal
oparators to realize variable separation instead.

Ostrin and Wainer [17] proposed another version of a tiered arithmetic called EA(;) which
realizes variable separation through the distinction between two syntactically different
kinds of variables, one for induction and the other for quantification (as opposed to explicit
predicates as in Leivant’s [12]). Then they reworked the results of [12] and extended them
to a characterization of the whole exponential hierarchy between the Grzegorczyk classes
£? and &3, but using techniques much nearer to the ones used in the classical proof theory
of Peano Arithmetic. They argue (in [18, Section 5]) that introducing variable separation
basically amounts to replacing the fast growing hierarchy with the slow-growing hierarchy
in the ordinal analysis. Indeed the fast growing hierarchy up to £y corresponds to the set
of the provably total recursive functions of Peano Arithmetic, whereas the slow-growing
hierarchy up to ey corresponds to £2 which is exactly the set of the provably total functions
of FA(;). This idea became the starting point and guideline for this thesis.

Chapter 1 reviews shortly the formal system FA(;) and its “must-know” properties, fol-
lowing closely Ostrin and Wainer ([18], [17]). Only a few remarks are original, namely the
call-by-name conditional and the remarks on the use of characteristic functions and on the
arithmetizations of propositional logic.

Chapters 2 and 3 deal with a major drawback of the concept of variable separation. While
this has widely been rewarded for its conceptual purity, imposing no a priori bounds like
the smash function of bounded arithmetic, theories obtained from this approach often are
blamed for being awkward to work within. A typical example is the bubble sort algorithm
which indeed is not straightforward to treat. This algorithm nests two recursions, which
is forbidden by variable separation, even though they are safe in this particular example
because they don’t increase the size of the output. Chapter 2 exhibits, as lemma 3, a
principle of bounded induction which is able to deal with this kind of harmless nesting of
recursions. The techniques we use have been used before implicitely, but they have never
been exploited systematically or even made the basis of a concept on its own.

Chapter 3 deals with a restriction which is more specific to FA(; ), the problem of substi-
tuting into input positions. EA(;) is very strict in this respect, but we show that more
liberal substitution principles are derivable.

The first section of chapter 4 exploits these new techniques to develop a wide range of
(elementary time) arithmetical principles. The thesis up to this point can be regarded as
an analogue to the bootstrapping of theories of bounded arithmetic, see Buss [7, sections
2.4.-2.6.]. This goal is achieved in a way which entirely stays in a simple and pure setting.
This contrasts with earlier steps in this direction, such as the introduction of Irwin, Royer
and Kapron’s [9] “coercion rule”, and also the above mentioned approaches using the
Curry-Howard isomorphism and higher types.

The remainder of chapter 4 is dedicated to the arithmetizations of ternary sequences and,
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relying on this, of ordinal arithmetic. This part, apart from setting the groundwork for the
following well-ordering proof, can also serve as a case study for the use of the enhanced
arithmetical capabilities, as it heavily depends on these. Chapter 5 then presents the
well-ordering proof.

The very short chapter 6 shows that no provable well-ordering of the type considered in the
previous chapters can be any more complex. This is performed by reducing the problem to
the problem of finding upper bounds for the complexity of EA(;)’s provably total functions,
which has already been solved by Ostrin and Wainer [18]. More interesting than the result
itself is the fact that it opens the way to a natural definition of a proof-theoretic ordinal
for two-sorted theories. This definition is based on structured tree ordinals rather than set
theoretic ordinals. There are several reasons why this choice seems to be more adequate in
our context. Following Wainer’s program (as in [18]), introducing variable separation gives
rise to a proof theory based on the slow-growing hierarchy, and we can see tree ordinals as
a slow-growing counterpart to set theoretical ordinals. Secondly, set theoretical ordinals
are simply too coarse. Sommer ([22], [23]) shows that the proof-theoretic ordinal in the
classical sense must be w? for all theories between A, (or T? respectively) and I3, see
Beckmann [2, p. 4] for more details. This in particular means that classical ordinal analysis
can’t separate any of these theories. But FA(;), as well as it’s fragments and extensions
which are also of interest, lie all in that range, at least when comparing the respective
provably total functions: Linspace for [Ay, elementary time for EA(;), and all primitive
recursive functions for I3;. A more technical reason finally is that the lower bound we
will give in theorem 35 does not well-order any set-theoretical ordinal at all, but rather
a family of (increasing) suborderings <,,. This perfectly fits the correspondance between
tree ordinals and their sets of n-predecessors a[n], see Fairtlough and Wainer [8].
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Chapter 1

The Theory FA(;)

1.1 Basic Definitions

The theory EA(;) is formulated in a language with two sorts of first order variables, output
variables a, b, c, ..., and input variables x,y,z,.... Basic terms are terms built up from
variables of either sort, the constant 0, the successor function s and the predecessor function
p. General terms are additionally closed under application of arbitrary function symbols
fyg,h,.... The atomic formulas are the equations ¢ = ¢’ and inequalities ¢ # ¢’ between
general terms ¢ and t', and formulas A, B, ... are built up from these closing under the
propositional connectives A and V, and under quantification Va, da over output variables
a. The negation —A of a formula A is defined through the De Morgan laws, implication
A — B and double implication A <+ B are defined as usual to be abbreviations for ~AV B
and (A — B) A (B — A) respectively. Parentheses are used when necessary, we follow the
usual rule that conjunction and disjunction bind stronger than implication. Furthermore
we adopt the notational convention of writing f(a@) for f(ao, ..., a,—1) where f is a function
symbol of arity n. Similarly, for a unary predicate P we may abbreviate a conjunction
P(a)ANP(b)AP(c) with P(a, b, c¢) in some places. This in particular applies to the bounding
relation @ < x (when viewed as a unary predicate with parameter x), and to the predicate
Ord for ordinals.

In some places we will use the notion of ¥;-formulas. They are classically defined as
the closure of the atomic formulas under conjuntion, disjunction, existential quantification
and bounded universial and existential quantification Va < t and da < t, the latter being
abbreviations for constructs of the form Va.a <t — ... and Ja.a <t A ..., where t is an
arbitrary term.

We will present the axioms and rules of FA(;) as a Tait-style calculus, writing sets of
formulas as Ag, Ai,..., A, and using capital greek letters I', A, ... to denote them. The
logical axioms are the identity axioms I',—A, A and the equality axioms I',t = ¢ and
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I',t # t',-At], A[t'], for arbitrary formulas A and terms ¢ and #'. There’s one non-logical
axiom, I',sb # 0. This is merely for convenience, to allow case distinctions of the form
b=0Vb#0. We could actually do without the axiom by replacing all instances of such
a case distinction with the weaker b = 0V Ja.b = sa and applying the cases rule, but then
we would have to be extremely cautious in writing down our formulas. The propositional
rules are the usual ones,

A I',B d I'A, B
_ a _—
T.ANB " T, AV B.
The Quantifier rules are
I, Ala]
I, Va.Ala)
where a is not free in I", and
I, Alt]
I, Ja.Ala)

where t is a basic term. The “computational content” of EA(;) is introduced via the
following two rules: The Induction rule,
I, A[0] I', = Ala], Alsa)
T, Alt]

where a does not appear in T'; A[0] and ¢ is a basic term without output variables, and the
cases rule
I, Al0] ', Alsal
I, Afb]

with the same restriction on a as in the induction rule, and for any output variable b — or
even a basic term, as will be immediate from the substitution lemma to come soon. The
free variable a in the premises of the universal, the induction and the cases rule is called
eigenvariable, and the side condition on it the eigenvariable restriction.

Finally we have to mention the cut rule. It takes the usual form,

rA T,-A
T.

We don’t need to include contraction and weakening because the former is implicitly built-
in by the use of sets I', and the latter can trivially be derived. Similarly we will make free
use of the equality rule
I, Alt]
Tt 4t Alt].

We define, as an abbreviation,
tl:==dat=a



1.2. FIRST STEPS 7

and say that the term t is defined. Thus, a term is defined if and only if it can be reduced
(i.e. is provably equal) to a basic term. In particular, any basic term is defined. From this
definition we immediately get the following generalized existential rule:

T, Alt]
[, —t], Ja.Ala
for any term ¢, as from the premise we get I',t # a, A[a] by the equality rule, from which

the conclusion follows by quantifying. In a very similar way we also get a substitution
lemma,

I, Ala] .
m (a not free in F, A[O]),
and (V)-inversion,
I, Va.Ala) .
m ((I not free in F, A[O])

Substitution for input variables is much more restricted. At a first glance it seems that
input variables can only be substituted by basic terms without output variables. However,
we will show that a much more general substitution rule is derivable, see lemma 10.

All functions are introduced via (consistent) Herbrand-Godel equational programs, like in
Leivant’s theories. However, the behaviour of equality is covered by the equality axioms
already, and we are left with just a set of arbitrary equations. A function f is provably
total from an equational program P, if we can prove

VP, f(Z)]

where VP is the set of the universal closures of the equations in P. When EA(;) proves
the stronger statement =V P, f(@)] for output variables @ we say that f is provably total on
outputs. We won’t be too specific about what equations P consists of but rather assume
it contains all function definitions used in the sequel, and we will usually omit mentioning

VP.

1.2 First Steps

In the next step we develop, within EA(;), some of the most basic arithmetic. This also
serves for giving a few examples of function definitions in our theory. Let P contain the
following equations:

a+0=a, a+sb=s(a+b),

p(0) =0, p(sa) = a,

a-0=a, a—+sb=p(a) = 0.

Then we can prove =VP,a + x| and =VP,a = x| by using induction, and =V P, p(a)| by
using the cases rule, but we can’t prove =VP,a + b]. Note that we also get

~VP,a =0V 3b.a=sb
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(or even =VP,a = 0V a = spa) by cases again, and
—-VP,;sa =sb—a=5b
by computing a = psa = psb = b.
Another application of cases is the choice function. Add
C(0,a,b) =a C(sc,a,b)=0b
to the equational program P to obtain

—-VP,c=0— C(c,a,b) = a,
VP, c#0— C(c,a,b) =0.

Note that this is a call-by-value conditional, since we can’t conclude ¢ # 0 — C(c,t,b) = b
unless t is defined. However, we can also handle call-by-name conditionals, as follows.

Lemma 1. Given an n-ary function p, thought of as the characteristic function of some
predicate, and two functions g and h of the same arity n. Then there is a function

such that we can prove

p(a@) #0, f(@) = g(a) and
—p(a@)l,p(@) =0, f(a) = h(a)

(where we have omitted mentioning the premise ¥YP).

Furthermore, if p is provably total and p(d) # 0,g(a)] and —p(@)l,p(d@) = 0,h(a)] are
provable in EA(;), then f is provably total as well.

Proof. The idea is to introduce a “dummy” pairing function (-,-) which isn’t given any
numerical extension, and a new conditional Cy which is defined on such pairs. In detail,
let f be defined by the following equational program:

5(0,(0,d), (1,d@) = (0,a),
Co(sh, (0,@), (1,@)) = (1.d),
fol@) = G(p(a),(0,4),(1,d)),
£1((0,0)) = g(a),
fi((1,0)) = n(a),
)

~~
P

Q

|

o
—~
=h
S

Q
N~—
S—
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Then we have p(@) # 0, fo(d) = (0,a) and fo(d@) # (0,d), f(d) = g(d), so the first claim
follows by a cut. The second claim is similar. For the totality of f, from the additional
assumptions we immediately can show p(@) = b — f(@)] by using the cases rule on b. As
p is provably total by assumption we can cut the premise after existentially quantifying
over b. [

This conditional in its general form, choosing cases according to a predicate rather than a
simple variable, requires the predicate to be given by its characteristic function. For the
time being, the less-than relations will suffice:

a<b = a=b=0,
a<b sa=-b=0.

These definitions are tailored to trivially satisfy a < b < sa < b. We also use the comple-
ments a £ b:=-a <band a £ b:=-a<b.

Characteristic functions are closed under the (arithmetizations of the) boolean operators
if we include the following equations into P:

T:]_’ J_:O, NOZ]., NSGZO,
0&0=0, 0&sa=0, sa&0=0, sa&sb=1.

13 7

Here “~” is a unary function which acts as a negation, and the binary function “&”
corresponds to conjunction. Both functions are provably total on outputs, and their cor-
respondence with the logic of FA(;) can be proved, e.g.

“VP,a #0ANb#0— a&b#0.

We will sometimes refer to this observation as the “Adequacy of the arithmetization of
propositional logic”.

When defining predicates, the use of characteristic functions makes things even easier
because there is no problem in using recursive function definitions. Examples for such
definitions are the characteristic functions for equality on page 25, for codes of ordinals on
page 32, and the ordinal less-than relation on page 35.






Chapter 2

Induction principles

2.1 Input Bounded Outputs

This section is centered around lemma 3. Call an output variable a appearing in a set I’
mput bounded, if I contains a formula —a < x. Roughly speaking lemma 3 modifies the
induction rule such that the conclusion is given for input bounded outputs rather than for
(basic terms on) inputs. Notice that this new rule incorporates the original induction rule,
as we always can substitute back x for a, once we have established x < z. The converse
direction, the substitution of input bounded outputs for input variables, is possible as
well and could be shown by a straightforward induction on proofs (just replacing every
induction rule with lemma 3). We don’t give the details but rather wait for lemma 10
whereof this result is just a special case.

We start with a handful of simple technical observations needed for the proof of lemma 3.

Lemma 2. If P contains the defining equations for all functions introduced in chapter 1,
we have (where we omit mentioning the premise VP ):

1. F0 < 7,
2.Fa<0—a=0,
3. Fa<b—sa<sbApa<pb,

4. Fa<zx—pa<u.

Proof. The first item is proved by induction for the formula 0 < a, where the induction
step follows from 0 = sa = p0 - a = 0 = a. The second item says a =0 =0 — a = 0
which is immediate from a -0 = a. The first part of the third item is immediate from the
equational program, as we have sa —sb = psa — b = a = b, whereas the second part uses the

11
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cases rule: The case b = 0 then is immediate from item 2, and the successor case follows
from pa = psb = a = spsb = a = sb. The final item follows directly from Ya.pa ~z = p(a = x)
which is proved by induction. Here the base case is obtained from pa =0 = pa = p(a = 0),
and the induction step comes from

ppa b # p(pa = b), pa = sb = ppa = b = p(pa ~ b) = p(a ~ sb)

by quantification (note that pa is a basic term). ]

Now we are ready to state and prove the main result of this chapter. It is independant from
Ostrin and Wainer [17, p. 381], which used a similar technique with a specific induction
formula A when proving the totality of the factorial.

Lemma 3 (Induction for input bounded outputs). FA(;) proves, for all formulas

A, the rule
', A[0] [',—a < z,-A[a], A[sa]

I —a <z, Alal

(where a does not appear free in I'; A[0]).

Proof. By induction on b in the formula Va < b.a < x — Ala]. The base case follows from
lemma 2.2 and the first premise. For the induction step we use lemmas 2.3 and 2.4 and
the second premise in the form of T', —pa < z, = A[pal, Ala] to find

—(pa < bApa<z— Alpal),a <sbAa <z — Aladl.

Quantification and the induction rule then lead to Va < z.a <z — Alal. O

This lemma plays a fundamental role throughout this thesis. For illustrating its application,
recall the equational programs for addition and subtraction. Instead of proving a+ x| and
a—-—x] wenow get b <z — a+b] and b <z — a = b| which in contrast to the former
allows us to perform another induction on the second arguments of both functions — as
long as we take into account the bound x. This will soon pay off, for the first time in
lemma 5.3 where we could neither prove the base case nor the induction step otherwise.

Another few useful applications of the lemma are collected into the following lemma. Notice
that they also hold for input variables in place of the input bounded outputs, as observed
above. The notation a < b < x means a < bAb < z, of course. Recall also the abbreviated
notation a,b < z as introduced earlier. Then the third item, for example, would read as
Fla<zAb<z)—a=b<aAa<a+b, correctly spelled out.

Lemma 4. If P contains the defining equations for all functions introduced in chapter 1,
we have (where we omit mentioning the premise VP ):

I.Fb<z—a+blANa=b|ANO+b=bAsa+b=s(a+b)ANa—=sb=p(a—=D>),
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L EO<2—=b<bAO0<b<sh,

e b<z—a=-b<a<a-+b,
hFe<b<r—a<x)AN(a<b<c<zr—a<c),
o<z —(a<b—a<bVa=b),

e b<zr—(a<bVb<a)A(a<b—a<bAbZLa).

Proof. 1. For the first and the second conjunct see above. The third and fourth are

proven by using lemma 3, where both the base cases and the induction steps are
simple. For the final one, notice that we already have shown pa —~ x = p(a =~ z) in
the proof of lemma 2.4. Replacing the induction rules with applications of lemma 3
turns its proof into a proof of the fifth conjunct, because a ~ sb = pa — b.

. The first conjunct is immediate from lemma 3 where Afa] := a < a. If we had used

the induction rule instead of lemma 3 we had got < x. As observed above, this
allows us to replace input bounded outputs with the bounding input variables.

As x < z, the first, third and fourth items of lemma 2 combine into 0 < x < sz.
Replacing the induction rules with applications of lemma 3 in these proofs yields a
proof of the second conjunct.

. Using the previous items of this lemma and lemma 2.3 we prove the first inequality

by input bounded induction on b, with base case a — 0 = a < a and induction step
a=sb=p(a—=0b) <pa<a,and the second inequality by input bounded induction
on a, where the base case is 0 < b = 0+ b and induction step sa < s(a + b) = sa + b.

. The first conjunct is proven by (ordinary) induction on

Alc] :=VaVba<b<c—a<c.

The base case follows from two applications of lemma 2.2. For the induction step we
assume a < b < sc and use the third item of the same lemma to obtain pa < pb < c.
Then pa < ¢ by induction hypothesis. If a # 0 we get a = spa < sc by the same
lemma again. Otherwise, a = 0 means pa = a, so a < ¢ which implies a < sc as
shown in the proof of lemma 2.1, and the induction step is complete.

Using lemma 3 in place of the induction rule turns this proof into a proof of the
second conjunct.

. We first prove pa =0 — (a = 0V a = 1) by using the cases rule. Substituting sa =~ b

(which is defined if b < x) for a, and using the fact that a < b implies sa < sb by
lemma 2.3, and thus p(sa = b) = sa = sb = 0 by lemma 4.1 and the definition of <,
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we obtain sa - b =0V sa + b = 1. Back to the main proof, if the first disjunct holds
we have a < b by definition. If the second holds, we are done if we can show

-b<z,Vasa+-b=1—a=0>

which we can by using lemma 3: The base case b = 0 is immediate. For the induction
step we assume sa — sb = 1 and show that a = sb. The case a = 0 is impossible
as the premise by lemma 4.2 would imply that 0 =0 +b =1 = sb = 1 which isn’t
the case. So a must be a successor. This implies that psa = spa, and we compute
spa ~ b = psa ~ b = sa — sb = 1, so the induction hypothesis gives pa = b, thus
a = psa = spa = sb as required.

6. The first conjunct is shown by input bounded induction on a. In the base case we
have a = 0 < b from the second item of this lemma. In the induction step we
distinguish the two cases given by the induction hypothesis. If b < a, as a < sa by
the second item again, we are done by applying the fourth item. (To be precise, we
have to substitute sz for x in 4. beforehand, then the premise sa < sx is met by
lemma 2.3.) The other case, a < b, has two subcases according to item 5. But the
subcase b < a means sa < b by definition, otherwise b = a < sa by 2. once more.

In the second conjunct, a < b is immediate from a < sa < b and the fourth item
of this lemma. For the last claim we show sa — b # 0V b~ a # 0, which is just
another way to express the implication a < b — b £ a, by input bounded induction
on b. In the base case we have trivially sa — 0 = sa # 0. In the induction step we
distinguish the two cases given by the induction hypothesis. If b - a # 0, then sb - a
can’t equal 0 as this would imply b < sb < a which contradicts the premise by item
4. Otherwise sa — b doesn’t equal 0, therefore it is the successor of some c¢. Now if
¢ # 0 we simply compute sa — sb = p(sa ~ b) = psc = ¢ # 0 using the first item of
this lemma, and if not, sa - b = s0. But we have shown in the proof of item 4 that
this implies a = b. Then sb -~ a # 0 because we can show sa — a = sO by an easy
(input bounded) induction. O

Lemma 4.4 will be used throughout, usually in the form (¢] AV| At <t <z) —t < x,
and we will refer to it as the “Transitivity of <”.

2.2 Variations

We conclude this chapter by deriving two variants of lemma 3, that is a course-of-value
induction and “induction for a > b”. Again we have to set up a few technical results
beforehand.

Lemma 5. If P contains the defining equations for all functions introduced in chapter 1,
we have (where we omit mentioning the premise VP):
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1. Fa <0,
2.Fca+sc<r—a+c<ux,

3. Fa<b<z—a+(b=-a)=h.

Proof. 1. This is immediate from lemma 2.2, as sa # 0.

2. This is just a variant of lemma 2.4 where we substitute the term s(a + ¢) (which is
defined if ¢ < x) for a, and apply the defining equations of + and p.

3. By input bounded induction for Afa] := Vb.a < b < x — a+ (b=-a) = b. The
base case is immediate from lemma 4.1. For the induction step, if b = 0, then by
lemma 2.2, a = 0 as well, and the result is trivial. Otherwise spb = b. Assuming
sa < b <z, lemmas 2.3 and 2.4 give us a < pb < z, so we want to substitute pb for
the universal in the induction hypothesis to compute

sa+ (b=sa) =sa+ (pb=a) =s(a+ (pb~ a)) =spb="b.

The second step is justified by lemma 4.1 where we substitute pb = a for b. This is
allowed since we have a < z by transitivity, thus pb—a| and pb—a < x by lemmas 4.1
and 4.3 (and transitivity again).

This completes the induction step. Lemma 3 gives ~a<z,a<b<z — a+ (b~ a)=b,
but the premise a < x is superfluous due to transitivity. O

Corollary 6. FA(;) proves, for all formulas A, the rule

I')=b <z, (Va < b.Ala]) — A[b]
[, =0 <z, AD]

(where b does not appear free in I', A[0]).

Proof. Apply lemma 3 to the formula B[b] := Va < b.A[a]. Because of lemma 5.1 the base
case I', B[0] is trivial. For the induction step we assume b < z, B[b], and a < sb, we have
to show Ala]. The final assumption says sa < sb by definition, so by lemmas 2.3 and 4.5
we obtain @ < bV a = b. In case of the first disjoint, Ala] holds by B[b]. Therefore A[b]
follows from the premise of the corollary, which settles the case of the second disjoint. Now
lemma 3 gives I', =b < x,Va < b.A[a] which by the premise leads to I, =b < z, A[b]. ]

Corollary 7. FA(;) proves, for all formulas A, the rule

[, —a < z, Ala] ['—a < b <az,-A[b], Alsh|
[ —a <b <z, AlD]

(where b does not appear free in I', A[0]).
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Proof. Apply lemma 3 to the formula Blc] := a+c¢ < 2z — Ala+c|, for a new variable ¢ that
does not appear free in I'; A[0]. Then I', B[0] follows immediately from the first premise.
For the induction step assume ¢ < x and a + sc < x. Then lemma 5.2 allows us to obtain
Ala + ¢] from the induction hypothesis. Furthermore we have a < a + ¢ from lemma 5.2.
Now we can substitute the defined term a+c for b in the second premise to obtain Ala+sc],
which concludes the induction step. Now by lemma 3 we have I', —a, ¢,a + ¢ < x, Ala + ¢].
Substitute back the term b - a, which is defined under the assumption a < z, for ¢ and
use lemma 5.3 to obtain I',—a < b < z,7a,b = a < x, A[b], and finally lemma 4.3 and
transitivity to remove the premises b - a < x and a < z. O



Chapter 3

Input Substitution

It is a common criticism that EA(;) doesn’t provide a direct mechanism for subsitute terms
for input variables. That is, its provably total functions aren’t intensionally closed under
(predicative) composition. The fact that they are indeed traditionally is established via
an extensional characterization like being exactly the functions computable in elementary
time. However, we can do better. Ostrin and Wainer [18, lemma 2.2] show that FA(;)
proves A[2;(p(Z))] for every progressive formula A (where 2(x) is the k-time iterated
exponentiation to the base 2, and p is any polynomial). A straightforward induction
on proofs would show that therefore free input variables always can be substituted with
2k(p(7)). We are going to show that this argument can be generalized to any provably
total function of FA(;).

The proof idea is to transform, with respect to a fixed progressive formula A, the given
proof of 3d.f(x) = d into a proof of 3d.f(z) = d A A[d], roughly speaking, by relativizing
all sequents to A. There remains one technical obstacle: The potential presence of the
predecessor function in the definition of f requires that the relativizing formula be closed
under predecessors, which need not be the case for A. This is the reason why we relativize
the proof to A* instead:

A*la] = a<aAV¥Vd<apd<aAAld,
(t=s)" = t=s,
(BAC)Y* .= BAACA,
(BvC)r = BAv(CA,
(-B)* = =B,
(Va.Bla]))* := Va.A*[a] — B[],
(Ja.Bla))* := Ja.A*[a] A B[a],
(Bo,...,B,)* = Bg,..., B

It is worth noticing that A*[¢t] implies A[¢] for any defined term ¢, this is the reason for

17
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which we include the clause a < a into the definition of A*. For better reading we are
going to use a Gentzen-style notation in the following two lemmas, writing A, B - I" when
we actually mean - —A,-B, T

Lemma 8. If FA(;) proves = I'(@), where all free output variables are displayed, then
FA(;) proves
Prog(A), A*[@ - T*(a),

where Prog(A) denotes the formula A[0] A (Va.Ala] — Alsal), and the abbreviation A*|d]
stands for \,cz A*la).

Proof. Let us first observe that Prog(A) implies A*[0] as well as A*[¢c] — A*[t(c)] for any
basic term ¢. The first claim is immediate, as d < 0 implies d = 0 by lemma 2.2. The
second is shown inductively along the construction of ¢, where ¢(c) < t(c) is immediate
from the assumption ¢ < ¢ using lemma 2.3 repeatedly.

As to the the second conjunct of A*, the base case t(c) = c¢ is trivial. In the case of
a successor term st we assume d < st, and we have to show pd < st A A[d], using the
induction hypothesis A*[t]. By lemma 2.3 we first deduce that pd < pst = t. From A*[t]
it follows that ppd < t and A[pd], as pd is defined. As A is progressive we conclude A[d],
the second conjunct. For the first conjunct we apply lemma 2.3 again to obtain sppd < st,
but sppd equals pd, unless pd = 0, in which case pd = 0 < st follows from pd < t by
0=st=p0=t=0-1t.

In the predecessor case we assume d < pt and A*[t] and show pd < pt A A[d]. The case
t = 0 is trivial because then pt = t. Otherwise spt = t. Thus the first assumption implies
sd < t by lemma 2.3 once again. Instantiating the universal quantifier in A*[¢] with sd
yields d <t (as psd always equals d). Now pd < pt is immediate from lemma 2.3, and A[d]
follows from A*[¢], this time with the universal quantifier instantiated with d.

To prove the lemma we proceed by induction on the length of the derivation of - I'(@).
If I'(@) is an axiom, then so is ['(@)*. If the last rule applied was a conjunction or a
disjunction rule, we can apply the same rule to the induction hypothesis. The universal

rule is straightforward as well.

If T, B[b] was derived by using the cases rule from the premises I, B[0] and T, Blsc|, applying
the same rule to the induction hypothesis gives

Prog(A), A*[d] A A*[c] - TA(@), BA[a, t(b)].

Without loss of generality we may assume that b € a@, otherwise we simply add the premise
A*[b] by weakening. Now, if ¢ € @, we are done. If not, we can substitute 0 for ¢ and cut
the premise A*[0] which is provable as seen above.

If I was derived by a cut from the premises I', B and I', =B, we proceed in a similar way,
applying the cut rule to the induction hypothesis possibly followed by removing premises
of the form A*[b] for output variables b present in B but not in I'.
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If I, 3b. B[b] was derived from I', B[t(c)], we assume by induction hypothesis that
Prog(A), A*[a] A A*[c] - (@), B*[d, t(c)]
is derivable. From this and the introductory observation we conclude
Prog(A), A*[d@] A A*[c] F T(a), 3b.A*[b] A BA[d, b]
by the conjunction rule followed by the existential rule. Now, as in the cases rule, we are

done, if ¢ € a. If not, we substitute 0 for ¢ and cut the premise A*[0].

All that remains is the induction rule. Here applying the induction hypothesis to the
premises gives
Prog(A), A*[d] - I'(a), B4[d, 0]
and
Prog(A), A*[d] A A*[b] - T4(a@), ~B*[a, b], B[d, sb].

From this and the observation above it is easy to see that we can derive the premises of
the induction rule for the formula A*[b] A BA[a@,b]. We end up with

Prog(A), A*[d] - T4(@), A*[a] A BA[d, 2],
so we are done once we drop the first conjunct A*[z]. O

Corollary 9. Let A be a finite set of 31 formulas, where all free output variables are
among a. If EA(;) proves = A, f(d, )|, then EA(;) proves

Prog(A), A*[d] - A, f(@,8)] A (@, %) < f(d@) A ALf(@, 7).

This corollary in particular generalizes lemma 2.2 of Ostrin and Wainer [18] to all provably
terminating functions f, because the (usually hidden) premise =V P consists of ¥; formulas
only. However, we can apply it even in presence of any side formulas of complexity ;.

Proof. From the lemma we get A%, 3b. A*[b] A f(@, ¥) = b (under the assumptions Prog(A)
and A*[d@]). This logically implies our claim, as B4 — B is a tautology for every 3, formula
B, and A*[b] At = b first implies b < bA A[b] (as b is always defined), which in turn implies
t <t A A[t] by the equality rule. O

Theorem 10 (Input Substition). Let A be a finite set of ¥y formulas, and assume
that z is not free in I'; A[0]. Then EA(;) proves, for all formulas A, terms t and function
symbols f, the rule

[, AlZ] f(@)1
7),

F,A,ﬁtl,ﬂtgf( Alt].
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This theorem has two special cases which are especially interesting. First, if ¢ is f(Z), the
premises t| and t < f(Z) become provable (the latter by the previous corollary) and we
are left with
LAzl A f@)]
LA A[f(2)].

Notice however that, in contrast to the similar-looking substitution for outputs, this holds
only when f(Z)] can actually be proved. In addition, we can’t substitute an f that is
applied to output variables. Although this matches exactly the safe composition scheme
of Bellantoni and Cook [3], one might ask whether we can we generalize further. It seems
plausible for instance that one could even derive Ala] — A[f(a, Z)] when f(a, Z) is provably
total.

Secondly, when ¢ is an input variable d and f is the output variable z, then f is provably
total with an empty A, and ¢ is trivially defined, so we have
[, Alz]
[, ~d <z, Ald].
This together with earlier remarks shows that inputs and input bounded outputs are freely

interchangeable. In particular, “provably total” will often be interpreted as “defined on
input bounded outputs”in the sequel.

As a last remark before we are going to prove the theorem we have to mention that it
generalizes to sets I', A[z] that are proved in any theory that extends EA(;) by additional
axioms, as long as these axioms are closed under substitution of defined terms for input
variables. An example of such an extension is the variant of FA(;) used in Wainer and
Williams [24] where the condition on the additional axioms is met because they are formu-

lated exclusively over output variables. However, the proof of A, f(Z)| must be a proof of
FA(;) itself.

Proof. Given the previous corollary, the proof idea is quite simple and has already been
used a few times in proving some items of lemma 4: Replace each induction rule in the
given proof of ', A[z] with an application of lemma 3, you end up proving the second
special case. The same procedure, with the corollary playing the role of lemma 3, would
yield the first special case. A slight generalization of this argument proves the theorem
itself, still proceeding by induction on the length of the derivation of I', A[z].

If ", Alz] is an axiom, so is I, =t |, A[t], and the claim follows from weakening. The conjunc-
tion and disjunction rules and the cut rule are immediate from the induction hypothesis.
So are the cases and the universal rule, as we can safely assume that the eigenvariable does
not occur in A and t¢.

If T, Ja.Ala, z] was derived from T', Als, z], and s doesn’t contain z, the claim is immediate
from the induction hypothesis again. If s contains z we have to notice that s(¢) is defined
under the assumption t|, thus it can serve as a witness for the (generalized) existential
rule.
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The last case is when I', A[s(y), z] is derived by an induction. Again we can assume that
the eigenvariable doesn’t occur in A and t. Now if y is different from z we simply apply
the induction rule to the induction hypothesis. If not, what we can get from the induction
hypothesis is that A[-,t] is provably progressive (under the assumptions ¢| and ¢ < f(Z)).

Once we have concluded that the formula B[b] := Vd < b.A[s(d), ] is progressive in b, we
can apply the previous corollary to obtain f(Z)] AVd < f(Z).A[s(d),t]. The claim then
follows by instantiating d with t.

For the progressiveness of B we notice that s(0) provably equals s"(0) for some natural
number n, so B[0] is immediate from lemma 2.2, applying the progressiveness of A[-,t] n
times. For the induction step we need that FA(;) proves

(+) t(a) = st(pa) V t(a) = t(pa)

for any basic term ¢t. We show this by induction on the construction of ¢. It is trivial (using
the cases rule) if t(a) = a. If t(a) = st’(a) we assume that () holds for ¢ and compute

Ha) = st'(a) = 4557/ (pa) = st(pa) i £(a) = st'(pa),
st (pa) = t(pa) i t'(a) = ¥ (pa).

If t(a) = pt’(a) on the other hand we have

pt'(pa) = t(pa)  if '(pa) =0,
spt’(pa) = st(pa) if t'(pa) = sb,

pst’(pa) = t'(pa) = {

pt'(pa) = t(pa).

Returning back to the proof of the induction step for B, we assume B[b] and d < sb in
order to show A[s(d),t]. From lemma 2.3 we get pd < b, so instantiating the universial
with sb in the induction hypothesis yields A[s(pd),t]. Since A is progressive, the claim
follows from (). O

ta) = pt'(a) =

We have seen that inputs and input bounded outputs are interchangeable. In view of this
it is no surprise that the same substitution principle applies to input bounded outputs as
well, as the following rephrasing shows. It will play no role in the sequel, however.

Corollary 11 (Input bounded Output Substition). Let A be a finite set of ¥y for-
mulas, and assume that a and x are not free in I'; A, A[0]. Then EA(;) proves, for all
formulas A and all function terms f, the rule

I —a < 2.Ald] A, f(z)]
LA —a <z, Alf(a)].

Proof. As x < x is provable, and a is not free in I, A[0], we immediately get T, A[x]. The
first special case of theorem 10 then gives I', A, A[f(x)], and the claim follows from the
second special case of the same theorem. O
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A quite surprising, but extremely useful consequence is the following corollary. Comparing
the first premise to the conclusion you find that it simply allows us to drop a premise of
the form f(a@) < z for a provably total f in favour of @ < z. Even if looking implausible at
first sight, when thinking of the free input variable z as being universially quantified rather
than a fixed parameter, it turns into a commonly used principle of arithmetic, because we
then just have to instantiate z with any provable common upper bound for @ and f(@) in
the premise. Indeed, inspecting the proof reveals that this is exactly what is going on here,
that the bound z in the conclusion is different from the z in the premise.

Corollary 12. Let A be a finite set of X1 formulas, and assume that z and ¥ are not free
in 'y A(@). Then EA(;) proves, for all function terms f, the rule

-a, f(@) <z 1@ A f(@)]
-d < z, A T(d).

Proof. For notational simplicity we only prove the case where @ = a,b. The general case
is similar.

Define f’(a,b) = max(a,b, f(a,b)) such that FA(;) proves

() max(z,y, f(z,y))l Az, y, f(z,y) < max(z,y, f(z,y)).
This can be achieved by defining

max(a,b) = a+ (b= a), max(a, b, ¢) = max(max(a, b), c).

From lemma 4.1 and 4.3 we know that z + y|, y — x| and x < x 4+ y. By the first
special case of theorem 10 we get max(z,y)| and = < max(x,y). Once we have shown
y < max(z,y), which we will do below, we can use the same special case to push this up to
max(x,y, z)] A z,y,z < max(x,y, z), and then, using the second premise of this corollary,
also to ().

In the main proof we continue using theorem 10. Apply the first special case to the first
premise of this lemma to substitute f'(x,y) for z, and substitute  and y for a and b
respectively. This leaves us with —z,y, f(z,y) < f'(z,y),A,T'(z,y). Now we can cut the
three bounds, and use the second special case of theorem 10 twice to get —a, b < x, A, I'(a, b)
which proves the corollary.

As to the proof of y < max(z,y), it arises by replacing each input bounded induction with
the original induction rule of EA(;) in the following proof of a,b < x — b < max(a,b).
This proceeds by case distinction according to the first conjunct of lemma 4.6. If a < b, we
simply compute max(a,b) = b by lemma 5.3, and the claim is immediate from lemma 4.2.
Otherwise b — a = 0 by definition, so b < a = a + (b - a) = max(a, b). O

Of course, this corollary can also be applied to remove several functions simultaneously.
For, if we have the premises —d, f(d), g(d@) < z,1'(@) and A, f(Z)| A g(Z)|, we can define
f'(d@) = max(d, f(d), g(@)) like in the proof above and continue in the same way.
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Even though the corollary removes a premise, its application, by an abuse of terminology,
may rather look like adding one. For, when trying to prove A, I'(@) from the premise @ < z,
the corollary allows us to use the additional premise f(@) < z as well.






Chapter 4

Computing within FA(;)

4.1 Arithmetic

This section uses the results from the previous sections to develop a sufficient amount of
arithmetic needed for the encoding of sequence numbers.

We first define a characteristic function for equality by
X-(0,0) =1, X-(0,sb) =0, X_(sa,0) =0, X_(sa,sb) = X_(a,b).
This definition satisfies
Fb<xz— X_(a,b)| AN (X=(a,b) =1 a=0D)

which we often will refer to as the “Adequacy of X_”. Notice that we don’t need to
assume a < x, this motivates our choice for the somewhat unusual defining equations
and will be exploited in the sequel. The proof would use input bounded induction for
A[b] = VaX=(a,b)] N (X=(a,b) = 1 < a = b), where the induction step follows from
X=(pa,b)] — X_(a,sb)] and (X=(pa,b) =1 < pa =b) — (X=(a,sb) =1 <> a = sb). Both
are proven by cases on a.

Next, in addition to the already defined addition and modified subtraction we define mul-
tiplication and exponentiation in the usual way,

a-0=0, a-sb=(a-b)+a, =1, a® =a’-a.

Under these definitions it is quite straightforward to prove the following results which we
are going to use without always referring to explicitly:

Lemma 13. FA(;) proves
1.b<zx—(a+b)=-b=a,

25
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2. a,b<xr—>a+b=0+a,

3. bce<zr—a+(b+c)=(a+0b)+ec,

4. a,b<x—a-bl,

S ab<r—a-l=aAN0-a=0Asb-a=b-at+aANa-b=0>b-a,

6. a,b,c<x—(a+b)-c=(a-c)+((b-¢c)AN(a-b)-c=a-(b-c),

7. a,b<zANc<b—a+c<a+bANa-c<a-bAc<c®<b?,

8 a,b<z—ab,

9. a,bc <z —ab =ab-a® A (a®)°=ab® A (c#0 — a®+b° < (a+ b)),
10. a,b<zAc<bAa#0—a <a.

Proof. The first item is immediate by (input bounded output) induction on b, the second
by induction on a, where the base case and the induction step both use lemma 4.1 and the
third by induction on ¢ where the induction step is

(a+b)+sc=s((a+b)+c)=s(a+ (b+c)) =a+s(b+c)=a+ (b+sc)
and the premise b, ¢ < z is needed to ensure a + b and b+ c].

In item 4, a - b| is proven by using input bounded output induction on b, where in the in-
duction step the induction hypothesis gives a-b], so we can substitute it for a in lemma 4.1,
and we are done.

The first conjunct of item 5 is immediate from lemma 4.1, and the second and the third
conjunct are both proven by induction on a, where the induction step of the third uses
previous items of this lemma and lemma 4.1 to ensure b-a] and b-a+ a, and to compute

sb-sa = sb-a+sb = s((b-a+a)+b) = s(b-a+(a+0b)) = s(b-a+(b+a)) = s(b-a+b)+a = b-sa+sa.

Now we are ready to show the fourth conjunct by induction on b. The base case is im-
mediate from the second conjunct, and the induction step from the first and the third by
computinga-sb=a-b+a=b-a+a=-sb-a.

The proof of item 6 is interesting because it shows how to apply corollary 12: When proving
the first conjunct by induction on ¢, for the induction step we want to compute

(a+b)-sc = (a+b)-c+(a+b) = (a-c+b-c)+(a+b) = ((a-c+b-c)+a)+b= (a-c+(b-c+a))+b
=(a-c+(a+b-c))+b=((a-c+a)+b-c)+b=(a-c+a)+ (b-c+b) = (a-sc)+ (b-sc).

This computation is justified by the second and third items of this lemma upon the as-
sumptions that the terms a +b, a-¢, b-¢, a-c+ a and a-c+ b - c are all defined and
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that a,b,b - ¢ < x. Now definedness follows from previous items and the latter bounds
(augmented with ¢ < x), and finally corollary 12 allows us to remove the premise b- ¢ < z.

All other items are verified in the usual way (after computing b <z — b =0-b-b=10b-b
in item 7), applying corollary 12 whenever we need output bounds for terms that already
have been shown to be defined, except for item 8 which needs some more work.

Here we can’t use induction outright, as for the induction step we would need a’ - a| for
which we would have to be able to assume a® < x. But we can’t use corollary 12 here
because a’| is only the induction hypothesis, but no theorem of FA(;) yet. We need
a principle of function bounded induction instead, with a variant of f(a,b) = a + 2° as
bounding function. This function f has defining equations

f(a’ O) = sa, f(a’a Sb) = f(f(av b), b),

and has been shown to be provably total even on outputs in its first argument in Ostrin
and Wainer [17, p. 379]. We first show

(1) bc<z — fla+bc)= f(a,c)+b,
(2) b<wz — [(0;sb)=f(0,0)+ f(0,b),
(3) a,b<z — f(0,a+b)= f(0,a)- f(0,b).

The first claim is proven by induction for Alc| := Va.f(a+b,c) = f(a,c)+b. The base case
is immediate as we have seen b <z — a +b| A s(a+b) = sa + b above. For the induction
step we instantiate the universal in the induction hypothesis to a and to f(a,c) (which is
defined) to compute

f(a+b,sc) :f(f(a+b,c),c):f(f(a,c)+b,c):f(f(a,c),c)+b:f(a,sc)+b.

The second claim then uses the additional assumption f(0,b) < z allowed by corollary 12,
first to deduce f(0,b) =0+ f(0,b) from lemma 4.1, then to use (1) in computing

f<0’5b>:f(f(ovb)vb):f(o—’_f(oab):b):f(07b)+f(ovb)

The third claim is by induction on a. The base case under the additional assumption
f(0,b) < z is immediate from lemma 4.1 and the fifth item of this lemma, the step uses (2)
and previous items of this lemma for

f(0,a+sb) = f(0,s(a+b)) = f(0,a+b)+ f(0,a+b)
= f(07a’) f(0>b)+f( 7a) f(O,b) = f(07a> ) (f(ovb) +f(07b)) = f(oaa) f(O’Sb)
where the necessary bounds are provided by corollary 12.

Now we are ready to return to the main proof. This uses lemma 3, applied to the formula
A[b] := a’ | Aa® < f(0,a-b). The base case is immediate. For the induction step we first use
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(2) to show a < f(0,a) by induction on a. Then, assuming f(0,a - b) < x by corollary 12,
the induction hypothesis and transitivity give a’| and a® < x and we compute

a®=a"-a< f(0,a-b)-f(0,a) = f(0,a-b+b) = f(0,a-sh),

using corollary 12 to provide bounds. ]

Corollary 12 also helps a lot in defining the bounded maximum of a given function, and a
bounded p-operator that searches for its least null.

Lemma 14. If f(a,b) is a provably total function of EA(;), then there is a function
fo(a,b) = maxg<,(f(d,b)) such that EA(;) proves

a,b <z — fola,b)] A f(a,b) < fo(a,b) A3d < a.fo(a,b) = f(d,b)
AVd < a.fo(d,b) < fola,b).

Proof. Let fo be defined by

f0(07b) = f(O,b),

fo(a,b) if f(sa,b) = fo(a,b) =0,
folsa,) {f(sa, b) else.

The conditional construction in the defining equation is meant to stand for the call-by-
name construction of lemma 1, although this is not crucial here. The definitional clause
for the successor case defines fy(sa, b) to be a kind of max(f(sa,b), fo(a,b)). We could have
used the max function defined in the proof of corollary 12, but our choice makes the proof
of the lemma easier.

We show the first three conjuncts by input bounded output induction (lemma 3) on a. In
the base case fo(0,b) is defined because f(0,b) is. Using corollary 12 to assume f(0,b) < x
enables us to get f(0,0) < f(0,b) = fy(0,b) from lemma 4.2. The third conjunct is trivial.

For the induction step we assume sa < z by corollary 12. By the induction hypothesis,
fo(a,b) is defined and equals f(d,b) for some d < a, where d < sa by lemma 4.2 and
transitivity. This d by transitivity also satisfies d < z, so we have f(d,b)], and we can use
corollary 12 to add the premise f(d,b) < x. Then the term f(sa,b) = fo(a,b) is defined
and we distinguish cases according to lemma 1. If it equals 0, then fy(sa,b) = fo(a,b)
which we already have shown to be defined and to equal f(d,b) for some d < sa, and we
have f(sa,b) < fo(a,b) = fo(sa,b) by definition of <. Otherwise fo(sa,b) = f(sa,b) which
is defined by assumption on f, and sa can serve as witness for the existential quantifier.
Finally, under the additional premise f(sa,b) < z which is allowed by corollary 12 we
immediately get f(sa,b) < f(sa,b) = fo(sa,b) from lemma 4.2.
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The fourth conjunct is proven by applying corollary 7 to Ala] := fo(d,b) < fo(a,b). The
base case a = d is immediate from lemma 4.2 as we can assume fo(a,b) < x by corol-
lary 12. The induction step uses the same case distinction as above. Either we have
f(sa,b) < fo(a,b), where fo(d,b) < fo(a,b) = fo(sa,b) by induction hypothesis and the
defining equation, otherwise fy(a,b) < f(sa,b) = fo(sa, b) by the first conjunct of lemma 4.6
(assuming fy(a,b), f(sa,b) < x by corollary 12) and the claim then follows from the induc-
tion hypothesis and transitivity. O

Lemma 15. If f(a,b) is a provably total function of EA(;), then there is a function
fi(a,b) = ud < a.(f(d,b) = 0) such that EA(;) proves

)

a,b <z — fi(a,b)] A (f(a,b) =0— fi(a,b) <a
b) #0 - Vd < z.d>a— fi(db) =a).

<
A (f(a,b) =0AVd < a.f(d,

Proof. Let fi be defined by

£1(0.0) {0 if £(0,5) =0,
1 else,
" o
fi(sa,b) = {Z:a ;lsgsa ) if X=(fi(a,b),sa) =1,

fi(a,b) else.

Assuming a, b < z, we first show
fila,b)L A fi(a,b) <sa A (Vd < a.f(d,b) #0) — fi(a,b) =sa

by input bounded induction on a, assuming b < x. The base case is immediate from
lemma 1 (and lemma 2.2 for the third claim), as f(0,b) is defined by assumption.

For the induction step we can additionally assume sa < z by corollary 12, thus f(sa,b)],
and the induction hypothesis ensures X_(fi(a,b),sa)|. By lemma 1 and adequacy of X_
we get

(4) fl(aa b) :SCL/\f(SCL, b) =0 — fl(saa b) = sa,
(5) fi(a,b) =sa A f(sa,b) #0 — fi(sa,b) = ssa,
(6) fl(a7b) %SCL - fl(SCL,b) :fl(avb)'

One of the three cases must hold, and each satisfies fi(sa,b)] and fi(sa,b) < ssa (in
case of (6), use the induction hypothesis and transitivity). For the third conjunct we
assume Vd < sa.f(d,b) # 0. This by lemma 4.2 implies Vd < a.f(d,b) # 0 as well as
f(sa,b) # 0. From the former we get fi(a,b) = sa by induction hypothesis, so by (5) we
get fi(sa,b) = ssa which completes the induction step.
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We now can show f(a,b) = 0 — fi(a,b) < a by case distinction on a. The case a =0 is
immediate from the defining equations, in the successor case the premise excludes impli-
cation (5), whereas implication (4) implies fi(sa,b) = sa < sa with help of lemma 4.2, and
in case of (6) we have fi(sa,b) = fi(a,b) < sa by the above.

Finally we show
(f(a,b) =0AVd <a.f(d,b) #0Na<d<z)— fi(d,b)=a

by using corollary 7 for Ald] := fi1(d,b) = a, still under the assumption b < x. This will
be enough to prove the third conjunct of the lemma.

The base case d = a uses cases on a. If a = 0 we immediately have f,(0,b) =0 = a. In
the successor case the premise Vd < sa.f(d,b) # 0 by definition of < and lemma 2.3 is
equivalent to Vd < a.f(d,b) # 0, so from the above we have fi(a,b) = sa, and by (4) we
conclude fi(sa,b) = sa.

In the induction step the induction hypothesis says fi(d,b) = a. Notice that a < d implies
a # sd (for example by observing that a = sd would imply sd < a, thus contradicting
a < sd by lemma 4.6). Then implication (6) yields fi(sd,b) = fi(d,b) = a. O

4.2 Sequence Numbers

To continue towards the encoding of ordinal arithmetic this section introduces an arith-
metization of ternary sequences (-,-,-) including the corresponding projection functions
and its characteristic function. It is given by the following equations which, as always, we
assume to be part of the (suppressed) equational program P:

{a,b) = (a+ b)* + sb, (a,b,cy = ((a,b),c),
f'(a,b) = pe < a.(b = (sc)* = 0), h(a) = f'(a,a),
(a)1 =p(a = h(a)2)7 (a)o =
35eq(a) = X=({{(a)o,0; (@)o,1),

In the last equations (a)oo and (a)o; stand for ((a)o)o and ((a)p); respectively and we will
usually write 3Seq(a) instead of 3Seq(a) = 1. These definitions satisfy

Lemma 16. FA(;) proves
1. a,bc < —(a,b)l Afa,b,c)| A f'(a,b)] Ah(a)l A(a)ol A(a)il A 3Seq(a)l.

2. a,b,c <z — h({a,b)) =a+bA ((a,b))o =aA ({a,b))1 = b A 3Seq({a,b,c)).

3. a,b,c <x—(a,b,c) 0N (df <aNl <OANI <c—dV,d < (V)< {ab,c)).
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4. a,b,c,d <z —s(a+b)?<{a,b) A{a,b,sc) <(a+b+ssc)* Aa,b,c+c) < ({a,b,c),b,c).

5. d <z A 3Seq(d) — Ja,b,c < d.d={a,b,c).

Proof. 1. This is fairly immediate, making extensive use of corollary 12. For example,
as a + b| is provable, we can use the additional assumption a + b < x. This gives
(a + b)?] and (a,b)|, which in turn allows us to add the premise (a,b) < x, and we
can conclude (a, b, c)|. To continue, as f’(a,b) is defined by lemma 15, so is h(a), we
can assume h(a) < z again, so h(a)?|, thus (a);] by assuming h(a)? < z and so on.

2. Let f(a,b) = b— (sa)®. Then f'(a,b) = pc < a.(f(c,b) = 0). Using the abbreviations
c:=a+band d:= (a,b) = ¢ + sb we are going to show

fle,d)=0 and V¢ <c.f(d,d) #0,

always assuming a,b < z. As we can add the premise (a,b) < z by corollary 12, and
¢ < ¢® + sb is provable, we then get f'(d,d) = c from lemma 15 which will prove the
first conjunct.

But f(c,d) = 0 follows immediately from
d=c"+sb<c®+sc<sc-c+sc=(sc)-(sc) = (sc)?,

the definition of <, and transitivity (assuming (sc)? < z by corollary 12). On the
other hand, for ¢ < ¢ we have s¢’ < c and (s¢)? < 2 < +b < s(c?+b) =d, so
d % (sc')? by lemma 4.6.

The remaining parts are now immediate: Compute first, under the additional premise
(a + b)* < z justified by corollary 12,

((a,b))1 = p((a+b)*+sb)=(a+b)* = ((a+b)*+b)=(a+b)* = (b+(a+b)*)=(a+b)* = b,
then ({(a, b))y = (a+b)=b = a, and finally 3Seq({a, b, c)) = X=({{(a,b), ), {(a,b,c)) = 1.

3. By simple computations, still using corollary 12 many times. In the first conjunct
we observe ({(a,b) + sc)?|, this allows us to compute

{a,b,c) = ({a,b) + c)* +sc = s(({a,b) +c)* +¢) # 0.

For the second we first establish a/, b’ < (a/ +0)*>+ b < s((a' +b)?+V) = (a’,b') and
a+b <a+b,so (a+V)* < (a+b)? and (¢, V) = (' +V)*+sb’ < (a+b)*+sb = (a,b),
and the result immediately lifts up to the ternary sequences.

4. Some more easy computations, using corollary 12 extensively. The first conjunct is
given by s(a +0)? <s(a+b)?+ b= (a +b)? + sb = (a,b), and the second by

(a,b,sc) = ((a+b)* +sb+sc)” +ssc < ((a+b)* + b+ ssc+ ssc)?
< ((a+0)*+2-(a+0b)-ssc+ (ssc)?)? = (a+ b+ ssc).



32

CHAPTER 4. COMPUTING WITHIN EA(;)

As a preparation for the third conjunct we compute

(a,b4+c)=(a+(b+c)*+s(b+c)=((a+b)+c)*+b+sc
< ((a+b)+c+b)*+sc < ((a+b)*+c+sb)?+sc = ((a+b)*+sb+c)* +sc = {(a,b),c).

Then

(a,b,c+c") = ({(a,b),c+) < ({a,b),c+(b+c")) < (({{a,b),c),b),c") = ((a,b,c),b,c).

. This is trivial for d = 0 because ({(0)0,(0)o.1),(0)1) = ((0,0),0) = (1,0) =2 # 0

shows that 3Seq(0) doesn’t hold. For the successor case we first show the general
principle 0 # a < x — (a)o,(a); < a. This is easy for the right projection, as
(a); = p(a+h(a)?) < pa < a for a # 0 (uses corollary 12 in order to add the premise
h(a)? < z). For the left projection we observe that a(spa)? = a~a* = 0 for a # 0, so
f'(pa,a) < pa < a by lemma 15, and (a); = h(a) = (a)o < h(a) = f'(a,a) = f'(a, pa).

To prove the lemma choose a = (d)op,b := (d)o1,c := (d); as witnesses for the
existential. By the above we get a, b, c < d. This implies a, b, ¢ < z by transitivity, so
((a,b), c)|, and the assumption 3Seq(a) by adequacy of X_ implies ({a,b),c) =d. O

4.3 Induction on Term Structure

In this section we introduce the coding of ordinals as terms and develop a principle of
induction over term structure, stated as lemma 18.

1 if a =0,
. Ord(a) = ¢ Ord'(a) if 3Seq(a),
0

0 if ~3Seq(a).
Ord'({c,a,0)) = 0,
Ord(a) ife=0,
Ord'((c,a,sb)) = ¢ Ord(c) & Ord(a) & ~(X=(exp(c),a)) if 3Seq(c),
0 if ~3Seq(c).

Ord(a) := Ord(a) = 1.

It is important to notice that the conditionals used to define Ord and Ord’ are call-by-
name as in lemma 1. We further observe that a < x A 3Seq(a) — exp(a)] A exp(a) < z is
immediate from lemma 16.5. While Ord(0) holds trivially, = Ord(1) follows from —3Seq(1)
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which we simply compute by the equational program. Since 3Seq(a)| for a < z according
to the previous lemma, it’s legal to use the case distinction a = 0V 3Seq(a) V ~3Seq(a)
when proving properties of Ord and Ord’.

Ord(a) is meant to be true if and only if @ is (the code of) an ordinal (in some weak
normal form), with a triple (¢, a,b) coding the ordinal ¢ + w® - b when ¢ and a are codes
of ordinals again and b is an ordinary natural number. This makes clear the meaning of
the functions left, exp and coeff, as left(c + w® - b) then evaluates to ¢, exp(c+ w® - b) to a
and coeff (¢ + w® - b) to b, but it’s true only when (c, a,b) really encodes an ordinal. This
restriction is necessary if we want equality of ordinals to be expressed by equality on their
codes. Otherwise (c,a,0) (which doesn’t code an ordinal) and ¢ would denote the same
ordinal, but they are definitively different numbers. We will make all this more explicit in
the next section.

For the time being we content ourselves with exposing the following observations which
are needed in the proof of lemma 18. The first says that Ord is a (total) characteristic
function, and the other two reflect the inductive structure of ordinal terms.

Lemma 17. EA(;) proves

1.a<z— Ord(a) =0V Ord(a) =1.
2. a<xzAOrd(a) = a=0V(35eq(a) AN Ord(left(a)) N Ord(exp(a))).

3. ¢c,a,b <z A Ord({c,a,b)) = b#0A(c=0V(35¢eq(c) N ~X_(rgt(c),a))).

Proof. 1. By course-of-value induction (lemma 6). Under the assumptions a < z and
Vb < a.0rd(b) =1V Ord(b) = 0, we are going to show Ord(a) =1V Ord(a) = 0 by
using the case distinction mentioned after the defining equations for Ord. If a = 0
we have Ord(a) = 1, if ~3Seq(a) then Ord(a) = 0.

For the remaining case, 3Seq(a), we can assume a = (¢, a’,b) for some ¢, a’,;b < a by
lemma 16.5, and we have Ord(a) = Ord'(a). If b= 0 then Ord(a) = 0, so we are left
with the successor case, which uses another case distinction, now on ¢ < z. If c =0
we are done by the induction hypothesis. If 3Seq(c) then exp(c)|, so X=(exp(c),a’))|
by adequacy of X_, and therefore (Ord(c) & Ord(a’) & X—(exp(c),a’)) is defined and
evaluates to 1 or to 0, provided that Ord(c) and Ord(a’) are defined, which is the case
due to the induction hypothesis. If ~3Seq(b) finally we trivially have Ord(b) = 0.

Now we can apply lemma 6 which concludes the proof.
2. and 3. are proven together. We will prove

i) a <z A Ord(a) — a=0V 3Seq(a),
ii) ¢,a,b <xAOrd({c,a,b)) — b#0A Ord(c,a) N\ (¢ =0V (3Seq(c)Nexp(c) # a)),



34 CHAPTER 4. COMPUTING WITHIN EA(;)

which together are equivalent to the conjunction of both items (recall that Ord(c, a)
abbreviates Ord(c) A Ord(a)). For i), assume a < x which allows us to carry out the
following case distinction: If a = 0 or 3Seq(a), we are done, and if ~3Seq(a) we have
—0rd(a) from the defining equations.

For ii) assume c,a,b < x and Ord({(c,a,b)), so we have (c,a,b)| and 3Seq({c,a,b))
by lemma 16. Thus lemma 1 gives Ord((c,a,b)) = Ord'({c,a,b)). Now b = 0 would
contradict the assumption Ord({(c,a,b)), so by the cases rule we can assume that b
is a successor, and by lemma 1 again we have

c=0 — Ord({(c,a,b)) = Ord(a),
3Seq(c) — Ord({c,a,b)) = (Ord(c) & Ord(a) & ~X_(exp(c),a)),
~3Seq(b) — =0rd((b,c,d)).
Furthermore we have Ord(b,c)], 3Seq(c)| and X_(ezp(c),a)] by the first item of this
lemma, lemma 16.1 and adequacy of X_.

Now we distinguish the three cases on ¢ mentioned just prior to this lemma. If c =0
then Ord(c)A Ord(a)Ac = 0 follows immediately from the first line. The case 3Seq(c)
implies Ord(c) A Ord(a) A 3Seq(c) A exp(c) # a by the second line and adequacy of
both the encoding of propositional logic and of X_. Finally, the case ~3Seq(c) is
excluded by the third line. O

Lemma 18 (induction on ordinal terms). FA(;) proves, for all formulas A, the rule

', A[0] [ -, v,a < x,=0rd((y, a,sa)), ~Aly], 2 Alal, A[(~, a, sa)]
[ —a < z,-0rd(a), Ala).

In this lemma and in the sequel, greek minuscules «, 3,7, ... stand for output variables
that are intended to range over (codes of) ordinals.

Proof. We show the conclusion by course-of-value induction (lemma 6), applied to the
formula Bla] := Ord(a) — Ala]. To do so we assume a < z, Vb < a.Ord(b) — A[b] and
Ord(a) and we have to show Ala].

We distinguish cases according to lemma 17.2. If ¢ = 0 we have Afa] from the first
premise. Otherwise, a = (v, a, b) for some 7, «,b < a satisfying Ord(v,a) and b # 0 by
lemmas 16.5, 17.2 and 17.3, so by the induction hypothesis A[v] and Ala], and A[a] follows
from the second premise. O

Lemma 18 is mainly used to show that certain functions are total on codes of ordinals.
Corollary 12 applies to such functions as well. For, if f is a function such that FA(;)

f(a) if Ord(a)
0 else '
premise Ord(a) A f(a) < x can be replaced by Ord(a) A f'(a) < x, and f" is provably
total by lemma 1. So corollary 12 applies and we are done.

proves (o < x A Ord(a)) — f(«a)l, simply define f'(a) = Then a
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4.4 Ordinal Arithmetic

35

In this section we will develop the amount of formalized ordinal arithmetic we need for the
well-ordering proof. We start with introducing some operations and relations on ordinals,

the intuitions behind them being explained below.

Definition 19.

1. 0=0,
w* =04 w*-1,
c+w*-0=c,
0+ w®-sb={0,a,sb),

7 /,b/ +wsh=
(e.d\b) +ut-s ({c,ad', V), a,sb) else.

2. Lim(a) := Ord(a) A 3e,a,b.ac = (¢, sa,b),
Suce(a) := Ord(a) A Je,b.a = (¢, 0,b).
3. pred(0,e) =0,
pred((7v,0,1),e) =1,
pred((v,0,ssa),e) = (7,0,sa),
pred({7, (a,0,b),1),e) = v+ wPred((@0.b).€) . o
pred({v,{a,0,b),ssa), e) = (7, {a,0,b),sa) + wrredl@dde) . ¢
pred({~, (a,sc,b),1),e) = v+ wrred((asebhe) . 1
pred({~, (a,sc,b),ssa),e) = (v, {a,sc,b),sa) + wpred({asebye) 1
0 it ~Ord (),
0 if 3=0
4 <elonB) =1 irp =0,

<c(a, pred(f,e)) else.

(c,a';s(b +b)) if X_(d',a) =1,

if Ord(B) & 8 # 0& X_(a, pred(5,e)) =1,

The first group ensures that the ordinal 0 is encoded by the constant 0, and defines the

ternary function (v,a,b) — v + w® - b. This function, in which w is no variable, but

thought of as part of the function symbol, combines ordinal addition, multiplication and
exponentiation, and is strong enough to reach all ordinals up to £9. This encoding is a
little bit more efficient with respect to the sizes of codes than the Cantor Normal Form
because it collects w-powers with the same exponent, i.e. v+ w® 4 ...+ w® is coded into

the compact form (7, @, n) of constant length in contrast to the long sequence (v, a, . ..

@)

which corresponds to the Cantor Normal Form and whose length depends on n. As another

difference to the Cantor Normal Form we don’t require the exponents to be ordered.
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In a few places we want to use a shorthand notation for ordinal exponentiation alone. The
second equation defines it as a unary function in terms of the ternary one. The three
defining equations of the latter indicate how to prove its properties: By a case distinction
on its third argument, where the successor case is divided into the two subcases on the
first argument given by lemma 17.2, provided this is (a code of) an ordinal. Here a last
sub-subcase distinction has to deal with the conditional construction in the third equation.

Lim(a)) and Succ(a) are true if and only if a is (code of) a limit or successor ordinal
respectively. We won’t use them in any function definition (e.g. to select branches in a
choice function) thus there’s no need to define their characteristic functions. pred(a,e)
computes the immediate e-predecessor of o with respect to the standard fundamental
sequence for «, and <. is its transitive closure, i.e. a <. holds if and only if a belongs
to the set of all e-predecessors of 5 (i.e. if a € f[e]).

The inductive structure of the equational program for pred(a, e) reveals that its properties
will be proven by applying lemma 18 where the induction step only uses the induction
hypothesis for ezp(a), but distinguishes three cases depending on the structure of exp(«),
each of which being divided into subcases on coeff (o). Note also that o < z means that
the code of the ordinal « is less than the number z, whereas a <. ( says that the ordinal
« is less than the ordinal .

Most of the remainder of this thesis is dedicated to the proof of the wellfoundedness of <,
(or of <y, for any input bounded parameter d). We conclude this section with setting up
the technical groundwork.

Lemma 20. - 3 <az A Ord(B) — =0V Succ(B) V Lim(53).

Proof. Immediate from lemmas 17.2 and 16.5, the definitions of Succ and Lim and the
cases rule. ]
Lemma 21. F v, a,a,b <z — (Ord({y,a,sa)) < Ord({vy, a,sb))).

Proof. The premises (augmented with sa,sb < x with the help of corollary 12) according
to lemma 16.2 ensure that both 3Seq((v, a,sa)) and 3Seq((7, a,sb)) hold. The claim then

is immediate from the defining equations for Ord and Ord’, observing that the defining
term for Ord'({c, a,sb)) only depends on ¢ and a, but not on b. O

Lemma 22. The following formulas are provable in EA(;).
1. v,a,a <z A Ord(y) —
Yy+wral ANy <y4+w*-a<{(y,a,a) N y+w*-saF#0 A exp(y+w*-sa)=a.
2. v,a,a < x A Ord(y,a) — Ord(y + w® - a).

3. v, 6<xzAOrd(y) —
36.3by +w? 1= (6,8,sb) A (b=0—v=0) A (b#0—~v={(503,b)).
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4. y+w*0=9A (v,a,a<zAOrd(y) — (y+w* a)+w* - 1=v+w"sa).

Proof. 1. We actually show a #0 — v+ w®-a # 0A exp(y+w® - a) = « in place of the
third and fourth conjuncts, whereas the first and the second remain unchanged. The
proof uses the above mentioned case distinctions. The case a = 0 is trivial, and the
case v = 0 immediate from lemma 16.1 and 16.3 (and lemma 4.2 which guarantees
a<aand a<a). If y# 0 we can assume v = (4, 3,b) for some §, 3,0 < x by
lemmas 17.2 and 16.5, where b # 0 by lemma 17.3 and b < b+a by lemma 4.3. Then,
assuming b + a < x, which is allowed by corollary 12, the claims hold in both cases,
X-(6,a) = 1 and X_(B,a) = 0, To verify the inequalities observe that the former
case implies v+ w® - a = (J, 5,0+ a), so by lemmas 16.3 and 16.4 we can compute

v =(4,8,b) <(4,8,b+a) <{(4,5,b),8,a) = (v, q,a),
whereas in the latter v+ w® - a = (v, @, a), so v < (v, a,a) < (v, a,a) holds trivially.

2. By a case distinction similar to the previous item. As Ord(vy+w®-0) = Ord(y) = 1,
by the cases rule it suffices to show Ord(y+ w® -sa) = 1, where sa < x. We proceed
by case distinction according to lemmas 17.2 and 17.3. If v = 0 we have

Ord(y +w® - sa) = Ord((0, a,sa)) = Ord(a) = 1.

If v = (3,3,b) we have b # 0 and ¢, 3,b < x as in the previous item, and therefore
X=(B,a)]. Now if X_(8,a) = 1 then v+ w® -sa = (9, 3,s(b+ a)) which is an ordinal
because of lemma 21 (assuming (b + a) < x by corollary 12). If X_(«, §) = 0 finally,
v+ w® - sa = (7, a,sa) where 3Seq(y) and (Ord(y) & Ord(«a) & ~X_(exp(7),a)) =1
by adequacy of the arithmetization of propositional logic, thus Ord({v, «, sa)).

3. By case distinction according to lemma 17.2. If v = 0 we have v+ w’ - 1 = (0, 3,1),
so we choose § = v and b = 0. If v = (§,,sa) where a < x we distinguish two
cases. Either X_(a, ) = 1, which means that v + w” - 1 = (§, a,ssa), otherwise
v+ wP-1=(y,3,1). In both cases the claim holds.

4. The first conjunct is trivial, and the second is proved by cases on a. The case a =0
is immediate from the defining equations. For the successor case we proceed by case
distinction on «y according to lemma 17.2, and we notice that X_(a, ) = 1. If y = 0,
then we are done by using the defining equations.

If v = (4, 3,b), then X_(a, 3)|. In the case X_(3,a) = 0 we can compute
(v+w®-sa)+w*1=(y,a,sa) + w* -1 = (v,a,ssa) = v+ w” - ssa.
On the other hand if X_(3, a) = 1 we compute

(’y—l—wa'sa)—f_wa'l: (6,ﬂ,s(b+a))—|—w°‘-1: <5,ﬁ,ss(b—|—a)> = <57ﬁab>+wa'ssa‘

The computations make use of lemma 1, and further require that s(b+ a)], which is
a consequence of the premise a < . O]
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Lemma 23. F §,e <z A Ord(3) — pred(5,e)| A Ord(pred (53, e)).

Proof. Define
dpt(o) - ]-7 dpt((a, b, C>) = Sdp‘é(b)7 f'(a7 d) — (a + d)4dpt(a)'

We easily get (a < x A Ord(a)) — dpt(a)| by term induction (lemma 18). With the
help of corollary 12, which applies to dpt as we remarked after lemma 18, this entails
(a,d <z A Ord(a)) — f(a,d)].

Now we are going to prove the lemma by term induction again, this time applied to the
formula

AlS] := pred(B,e)] A Ord(pred(B,e)) A pred(5,e) < f(5,e).

The last conjunct of A[3] makes the proof a kind of bounded induction, using a technique
comparable to the termination proof for the exponential in lemma 13.

If 5 =0 we are done. For the induction step, we assume v, a,a < x, Ord({~, a,sa)) and
Ala] to show A[(v, a,sa)]. Assuming f(«,e) < x by corollary 12 the induction hypothesis
implies o # 0 — pred(«,e) < x, and we have Ord(y,«), and also a # 0 — Ord({~, a, a)),
by lemmas 17.2 and 21 respectively.

Using the abbreviation § := (v, a,sa) and the additional premise (v, «,sa) < x we aim
at proving pred(5,e)| A Ord(pred([3,e)) A pred(5,e) < (B, pred(a,e),e). To do so we
distinguish cases on a according to lemma 20, where each case is divided into the subcases
a =0 and a # 0. If a = 0 the claim is a trivial consequence of lemma 16.3, and the
cases Succ(a) and Lim(«) follow immediately from the induction hypothesis for o and
lemmas 22.1 and 22.2.

As to the bound, we need to show (3, pred(a,e),e) < f(8,e) which is done, using the
abbreviation ¢ := 4% (notice that ¢ > 4), by computing

(8, pred(a,e),e) < (B + pred(a, e) +se)" < ((y + a+ssa)’ + f(a,e) +se)’
= ((y+a+ssa) + (a+e)+se)t < ((v+ a+ssa) + (a+se))
< (v+atssatatse))' < ((v,a.sa) +e))! = ((r.ansa) +¢) = f(8,e),
where the first and the second inequalities are justified by lemma 16.4 and the induction
hypothesis Ala], the third by (a+b)°+sb < (a+b)°+ (a+b)+1 < ((a+0b)+1)° = (a+sb)C,
the fourth by lemma 13 and the fifth by the general principle
cta+sbt+at+l=c+2-sa+b<c+2-s(c+a) b+b
< (slc+a)?)? +2-s(c+a)’ b+ b = (s(c+a)” +b)* < ({c,a),b) = (c,a,b)
for b # 0, here applied to ¢ := 7, a :== « and b := sa. The bound on pred(3, ) now follows

by transitivity, after adding the premise f(/3,e) < x by using corollary 12, which is also
used to provide other bounds needed in the computation. ]
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Lemma 24.

FBe<axAOrd(B)NpB#0— pred(B,e) < 5 N (V0.0 < B < 0 = pred ([, ¢e)).

Proof. We have pred(3,e)| by lemma 23, so after adding the premise pred(3,e) < = by
corollary 12 we get X_(pred(5,e), pred(3,e)) = 1. The first conjunct then is immediate
from the defining equations for <, and lemma 1.

For the second conjunct, observe X_ (9, pred(3,e))], so by adequacy of the arithmetization
of propositional logic and lemma 1 we can distinguish the four cases —=Ord(f3), f = 0,
Ord(B) NG # 0 A X=(0, pred(5,e)) =1 and Ord(B) A 5 # 0 A X=(0, pred(3,e)) = 0. Now
the first two are excluded by the premises. In the third we have § = pred(, e) by adequacy
of X_, thus 0 <. 8 and 0 <, pred (3, e) are both true. In the last case we have § # pred (3, e)
by adequacy of X_ again, thus

§ <e B 0 < pred(f,e) « 6 =2 pred ([, e). ]

Lemma 25.

1. Fy<xzAOrd(y) — pred(y +w®-1,e) = 7.

2. F1<e<aAB,y<zAOrd(B,7)ANG#0—
Ja <. 3.3a < e.Ord(a) A a = pred(B,e) A pred(y +w® - 1,e) = v+ w® - a.

Proof. 1. This is immediate from lemma 22.3 and the defining equations for pred.

2. By lemma 22.3 again we have that v + w” - 1 = (4, 3,sb) for some § and b, where
v equals § or (4, 3,b) depending on whether b is 0 or a successor respectively. We
distinguish cases according to lemma 20. In the first case § = 0 there is nothing
to do. In the second case, when Succ(3), we distinguish cases on b. If b = 0, then
pred(y+wP-1,e) = §+wPdBe) e otherwise pred(y+w?-1,e) = (4, 3, b) +wPrdBe) e,
Hence in both cases pred(y+w? - 1,¢e) = v +wP™ B¢ .. Now lemmas 23 and 24 say
that pred(5,e)| Apred([3,e) <. A Ord(pred(B,e)), and e < e follows from lemma 4.2,
so the claim follows by existential quantification. The last case where (3 is a limit is
very similar, but using 1 < e given in the premise in place of e < e. ]






Chapter 5

Transfinite Induction, Lower Bounds

5.1 Bounding Functions

In this purely technical section we define the function h(«,d) and an auxiliary formula G
which both will be used for providing the bounds on outputs needed in the main proof and
establish their relevant properties. They are explained more in detail below.

Definition 26.

L. fO(O) = <070’ 1> =0,
f0(<77a>a>) = <<77a7@>af0<04)71>7
fé a) = ot max{fg(ﬂ) :0rd(P) & 6 < a},
g((v, e, a> e) = g(v.e) + (se)" ™ - a,
h(0) =
h(sa) =s ( (a)),
ho(a, b, c,d) = h(a + (sb)" - d),
h(c,e) = h(g(a,e)).

2. DptBd(a, e, x) := V6 <. a.Ord(5) A h(d,e)| N9, g(6,e) < h(d,e) < x.
3. Mon(a,e) :==Vo.Ve.e <. 0 2cax — g(e,e) | A g(d,e)l A gle,e) < g(,e) < gla,e).
4. Tran(a, e) :=Vy.VoVe.e <. 0 <7 e v — € < 7.
5. Gla, e, z] := Tran(a, e) A Mon(a, e) A DptBd(a, e, ).
The main purpose of h(«, d) is to provide an upper bound for the values of (the codes of)

all ordinals below « with respect to <. This is achieved by brute force: fy is constructed
such that 5 < fo(pred(3,d)) as shown in lemma 27.4 below, g(«,d) extensionally equals

41
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the slow-growing hierarchy at level «, and h(a, d) basically iterates fy g(«, d)-many times.
ho provides an alternative characterization for A which is easier to handle in some places.
As ¢ and h are non-elementary functions, we won’t be able to prove their totality for
arbitrary input, but we can show definedness for all relevant ordinals simultaneously with
the wellordering proof.

Gla, e, z] in particular entails a monotonicity property for ¢ and transitivity of <.. As <,
is a transitive closure we can’t prove the latter outright either, so we have to establish it
simultaneously to the wellfoundedness property as well.

Lemma 27. The following are theorems of EA(;).
1. a,b,c,d <z — ho(a,b,c,d)| N a+ (sb)"-d < hg(a,b,c,d) < ho(a,b,c,sd)
AN <end<b— hyla,b,d,d) < ho(a,b,c,1) A f(ho(a,b,d,d)) < ho(a,b,c,1)).

2. a,e,7,0,9(7,€),9(a,e) <z Ag(y,e)l Aglase)l
—g(y+w*-a,e)l AN h(y+w*-a,e)l AN h(y+w*-a,e) = hy(g(y,e),e g(a,e),a).

3. 0<x— fO)L ANb<f(b) A (a<b— f(a) < f(b)).
4. B<xA0rd(y,8) =+ w’-1< fpred(y +wP - 1,¢)).

Proof. We are first going to show

(1)  abc,d<xz—a+(sh)-dl Na+(sb)-d<a+(sh)-sd
A <eANd<b—a+(sb) -d<a+(sh) 1),

(2)  a<a— fla)l A (Ord(a) = fola)l A fola) < fla)) A Vb <a.b< fb) < fla),
(3) a<z—hla)] Aa<h(a) AVb<ah(b) < ha),

(4) a<b<z— f(h(a)) < h(b),

B)  maae<zAg(ye) gla,a) <z Agly,e)l Aglaa)l

— gy +w-ae) = g(v,e) + (s¢)* ) - a.

In the first claim, a+ (sb)-d] and a+ (sb)“-d < a+ (sb)*-sd are immediate from lemma 13,
and the last conjunct is easily verified by
a+(sb) - d<a+(sh) -sb=a+(sb)* -1<a+ (sb)°-1.

For the second claim we first show, by combining the technique of function bounded in-
duction with induction on ordinal terms (lemma 18),

(%) a<xAOrd(a) — fola)l A a< fola) A (a#0— fola) < a®).

More explicitly, we apply lemma 18 to the formula

Ala] = fo(a)l A a < fola) A (a 0= fola) < a¥).
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A|0] is immediate. For the induction step we show A[{(c, a, b)] for b # 0, assuming ¢, a,b < x
and Ala], and additionally (c,a,b) < x and a® < x by using corollary 12. Then fy(a) < z
by the induction hypothesis and transitivity (except when a = 0 in which case adding the
premise 6 < z suffices, as f(0) = (0,0,1) = 6). First, fo((c, a,b)) equals ({c, a,b), fo(a),1)
which is defined under the assumed bounds, and satisfies {(c,a,b) < ({c,a,b), fo(a),1) by
lemma 16.3.

The upper bound on fy({c, a, b)) is simple for the case a = 0 because 6 = (0,0,1) < (¢, 0, b)
(recall that b # 0) implies

Jo({c,0,b)) = ({¢,0,b),6,1) < ({¢,0,b) + 6+ 2)* < (c,0,b)*,

where the first inequality is given by lemma 16.4, and the second by the computation
(d+8)* < (3-d* < (d-d)* = d® which is valid for all d > 6 (in our case d = (c,0,b)).

If a # 0 we can use the induction hypothesis and compute

fo((c,a, b)) = {{c,a,b), fo(a),1) < {{c,a,b),a® 1) < ((c+a+sb)* +a® +2)*
= (ss(c+a+sb)* +a®)* < (s(s(c+a)? + b))* < (s(s(c+ a)* +b)*)* < ({{c,a),b))®.

The steps are justified as follows. The first inequality is due to the induction hypothesis
and lemma 16.3, the second to lemma 16.4. The third is proven below. In the fourth we
recall that for all d < z (in our case d = s(c + a)? + 2, with the bound brought in by
corollary 12) d < sd, so d* < (sd)?, i.e. sd* < (sd)? and (sd*)* < ((sd?)?)* = (sd?)®. For the
fifth we use lemma 16.4 twice.

Back to the third inequality, if ¢ # 0 notice that sa < 2- ¢ - a (as we still are in the case
a # 0), so we can use lemma 13 to compute

s(cta+sh)+a® < (ct+sat+sb+a®) <(F+2-c-a+a®+sb)?! = (s(c+a)’+b)

If ¢ = 0 on the other hand we simply compute that ({0, a, b), a®, 1) — ({0, a), b))® expands to
a (tremendously long) positive polynomial. This is checked preferably by using a computer
algebra system, but doesn’t involve any high-level principles.

This completes the induction step and therefore the proof of (x). Returning back to the
proof of (2) we show a <z — f(a)l Aa < f(a)A(a>2— f(a) < a®) as follows. Let

fi(a) = {fo(&) if Ord(a), and fa(a) = max(f1(b)).

a else, b<a

Then fy(a) = f(a), a < fi(a), and by lemma 14 f(a) is defined, fi(a) < f(a), and
f(a) = fi(c) for some ¢ < a. Now, if Ord(c) we have fi(c) = fo(c) < & < a® (unless ¢ = 0,
in which case fi(c) = fo(0) = 6 < a® for a > 2), otherwise fi(c) = ¢ < a < d®.

Then (a < z A Ord(a)) — fo(a) < f(a) is immediate from Ord(a) — fi(a) = fo(a), and
a<z—VYb<a.f(b) < f(a) from lemma 14.
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The first two conjuncts of the third claim are proven by applying lemma 3 to the formula
Ala) == h(a)] Aa < h(a) < 2°°. A[0] is immediate, and for the induction step we may
assume 2°° < x by corollary 12. The induction hypothesis and transitivity then give
h(a) < x and therefore h(sa) = sf(h(a)) which is defined, and the lower bound follows
from (3) and the last conjunct of (2) due to sa < sh(a) < sf(h(a)) = h(sa). For the upper
bound, if h(a) < 1, then h(sa) = sf(h(a)) < sf(1) = sfo(0) = s6 < 29 < 2% (where the
second equality holds by definition of f, because 0 is code of an ordinal whereas 1 isn’t),
otherwise

Rsa) = sf(h(a)) < sF(2") < s(27)F = s(259") < 2. 259" — ga(9%) < 980" 49" _ 9",

Here the first inequality holds by (2) and the induction hypothesis, and the second because
we have seen above a > 2 — f(a) < a®.

For the third conjunct apply corollary 7 to Ala] := h(b) < h(a). Under b < z and the
additional assumption iz(b) < x which is allowed by corollary 12 we immediately get A[b],
this settles the base case. For the induction step we add the assumption h(a) < z. This
entails h(a) < f(h(a)) < sf(h(a)) = h(sa), so we are done by using transitivity and the
induction hypothesis.

To prove (4) we observe that a < b implies sa < b by definition, so the previous claim
immediately gives sf(h(a)) = h(sa) < h(b), and the last claim can finally be verified by
easy computations, distinguishing cases according to the several defining equations for
v+ w® - a. Notice that we can’t remove the premises ¢(v,e) < x and g(«,e) < z by using
corollary 12 because definedness of both terms is not provable outright.

Now we are ready to prove the lemma.
1. The first item is immediate from (1), (3), (4), and the definition of hy, using corol-
lary 12 to add the premise a + (sb)“ - d < .

2. g(v+w*-a,e)| follows directly from (5) and (1). We verify the third conjunct by
computing

h(y+w?-a,e) = h(g(v+w*-a,e)) = h(g(y, e)+(s¢)“-a) = ho(g(7,¢€), e, g(a, €), a)

using (5) and the fact that v + w® - a is defined by lemma 22.1, and definedness of
h(y + w® - a,e) now follows directly from the first item of this lemma.

3. This has already been done in (2).
4. We first prove
(6) B <xA0rd(B) = (B87#0— < folpred(s;e)))

by induction on the ordinal term § (lemma 18). The base case is trivial. For the
induction step we have to prove the claim for § = (v, a,sa), where v,a,a < x and
Ord(vy,«) by lemma 17.2; assuming that it holds for «.
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If « = 0 then we use cases on a, dividing the case a = 0 further into two sub-
cases 7 = 0 and 3Seq(7y) according to lemma 17.2. The first subcase is trivial as
fo(pred({0,0,1),e) = fo(0) = (0,0,1) = 5. In the other we notice that fy(exp(7))
by (2) is defined, so we may assume 0 < fy(exp(y)) < = by using lemma 4.2 and
corollary 12, and by lemma 16 we can compute

ﬁ = <7707 1> < <77f0(€$p<7))7 1> = fO(fY) = fO(pTed(ﬁa 6))

The case of a successor sa (while still & = 0) follows, using lemma 16 again and
transitivity, from

6: </77 07 SSG’) S <<77 07 SCL>, 07 1> S <<77 O? S(I>, f0(0)7 1) :f0(<77 07 SCL>> :fO(pTed(ﬁu 6))

As to the case o # 0 of the induction step, we have that pred(«,e) is defined and
(a code of) an ordinal by lemma 23. So we can apply corollary 12 first to assume
pred(c, e) < x, which allows us to obtain fy(pred(a,e))] from (2), then once more
to add the premise fo(pred(a,e)) < z.

Then we check that 3 < (pred((, e), v, 1) holds in all cases left by lemma 20. Namely,
if Succ(a) then a = 0 implies 3 = (v, a, 1) < {(y+wPr@).c o, 1) = (pred(B,e), a, 1)
by lemmas 22.1 and 16.3, and in the successor case

B = (y,a,ssa) < ({(v,a,sa),a,1) < ({y,q,sa) + Predlae) e,a, 1)y = (pred(f,e),a, 1)

(where the first inequality follows from lemma 16.4 when substituting 1 for ().
The case when Lim(a) holds is analogous. Furthermore, all of these cases satisfy
exp(pred(fB,e)) = pred(a,e) by lemma 22.1. All this together with the induction
hypothesis justifies the computation

B < (pred(f,e),a,1) < (pred(B,e), fo(pred(c,e)),1) = fo(pred(B,e)).

After adding the premise pred(/3,e) < x by corollary 12 we can use transitivity to
complete the induction step and the proof of (6).

The next step is to show 8 < z A Ord(B) — (B # 0 — B < f(pred(B,e))).
Since pred(f,e) is defined and an ordinal by lemma 23 we can additionally as-
sume that it is bounded by x by using corollary 12. We then apply (2) to obtain
fo(pred(B,e)) < f(pred(f,e)) and f(pred((,e))]. Now the claim is immediate from
(6) and transitivity, as we can add the premise f(pred(3,e)) < x by corollary 12
again.

Item 4 of the lemma itself now follows by another application of corollary 12: The
premises according to lemma 22.1 guarantee v + w” - 1| and Ord(y + w” - 1), and by
the above we are done when adding the premise v +w? - 1 < z. ]
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Lemma 28.

1. F Glaye,x] — Ord(a) A gla,e)l A h(a,e)l A a,g(a,e) <z A a<h(ae) <.
2. G0, e, z].
3. Fa=<.0— (G[p,e,x] — Gla, e, x]).

j.Fl1<e<aAh(y+w’ 1e) <z AOrd(y,B) —

(G[y,e, 2] AG[B,e, 2] AG[pred(y +w® - 1,€),e,2] — Gy +w? - 1,¢,2]).

Proof. 1. This is immediate from the definition of G|a, e, x].

2. This item is trivial as well (notice that 6 <. 0 implies § = 0, as <.(4,0) = 0, and that

h(0,e) =0 < x).

. In order to prove Tran(a,e) assume ¢ <, § <. 7 <. o and we have to show ¢ <, 7.

If v = a we trivially have ¢ <. § <. a =, § and the claim follows from Tran((,e).
Otherwise we apply Tran(g,e) first to v <. o <. 3 = [ to obtain v <. 3, then to
£ <¢ 0 <. 7 = [ which yields € <, v as desired.

For DptBd(a, e, x) assume 6 <. a. In order to exploit the premise G|3, e, x] we first
show & <. 8. This holds trivially if 6 = a. If not, we have § <. a <. 3 <. 3, so the
claim follows from Tran(f3,e). Now Ord(§), h(d,e)] and 6, g(d,e) < h(d,e) < x are
immediate from DptBd(g, e, x).

All that remains is to show Mon(a,e). To do so, assume € <. § <. . If § = «
we have € <. 0 = a =<, (3, so the claim follows from Mon(f,e), as soon as we have
established ¢(0,e) < g(9, e) which we do as follows: Since 0 <. 3, from Mon(53, e) we
get g(d,e)l, so by DptBd(5, e, z) and transitivity g(d,e) < z, and we are done by
using lemma 4.2.

If § <. a we have § <, a <. f <. 3, so from Tran(3, e) we get ¢ <. 0 <. 3, and we
get g(e,e)l A g(d,e)l A g(e,e) < g(d,e) by instantiating the universal quantifiers in
Mon(f3,e) to € and 6. On the other hand, instantiating the universal quantifiers
in Mon(f,e) to ¢ and « gives g(d,e) < g(a,e), so g(d,e) < g(a,e) by lemma 4.2,
transitivity, and lemma 2.3.

. The premises G[v, e, z] and G[3, e, x] by the first item of this lemma entail g(vy,e)],

9(B8,e)l and 7,3, g(v,e), 9(B,e) < x, so we have v +w? - 1|, y+w? -1 # 0, and
Ord(y+w”-1) by lemma 22, and g(y+w’-1,e)| and h(y+w”-1,¢)| by lemma 27.2.

Furthermore, if 3 # 0, then by lemma 25
pred(y +w’ - 1) =v+w* a

for some o <. [ satisfying Ord(«) and some a < e, where G|a,e,x], g(,e)| and
@, g(a,e) < z by items 3 and 1 of this lemma. This implies pred(y + w” - 1,¢)| and
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Ord(pred(y + w” - 1,€)) by lemma 22 again, and also g(pred(y +w? - 1,¢),e)] and
h(pred(y +w? - 1,¢e),e)| by lemma 27.2. Now the premise G[pred(y + w’ - 1,¢), e, 1]
by lemma 28.1 entails pred(y + w” - 1,e) < h(pred(y + w” - 1,¢),e) < z, and from
Mon(3,e) we get g(a,e) < g(f,e). This allows us, using all items of lemma 27, to
compute

v+ w1 < fpred(y +w’ - 1,e)) < f(h(pred(y +w’ - 1,€),€)) = f(h(y +w* - a,€))
= f(ho(g(v,€),e,9(c,€),a)) < ho(g(v,€).e,9(B,€),1) = h(y+w’ - 1,e).

This computation, together with the premise of the lemma, by transitivity also yields
v+ wP -1 <z, and, since h(pred(y +w®-1,e),e) < f(h(pred(y +w® - 1,¢),¢)), also

h(pred(y +w” -1,e),e) < h(y +w?-1,e).
To complete our preparatory computations, first
g(pred(y+w’-1,¢),¢) = g(7,€) +(s¢)" V-0 < g(v, )+ (s¢)"* - 1 = g(y+w” 1,¢)

and second, using (5), the second conjunct of lemma 27.1, and the final conjunct of
lemma 27.2,

g(7+wﬂ ' 176) = g(’ya 6) + (se)g(ﬁ,e) 1< %(g(776)7€7g(67 6)7 1) = h’(’y+w/g ’ 176)7

which also entail g(y+ w” - 1,e) <z and g(pred(y+w® - 1,¢),¢) < z.

If 3 = 0 on the other hand, then pred(y + w” - 1,¢e) = 7, and the same results hold:
vl A Ord(y) are trivial, g(v,e)l, h(v,e)] and v < h(y,e) < x are immediate from
the first item of this lemma, and we compute

v+ 1< fpred(y+w” - 1,e)) = f(v)

f(h(v,e)) <sf(h(v,e))
=sf(h(g(v,€))) = h(sg(y.€)) = = h

<
h(g(v,e) + (se)” - 1) = h(y +w’ - 1,¢)

and
g(v.e) <sg(v,e) = gly.e) + (se)° - 1 = g(y +w” - 1e).

This completes our preparations, we are going to proof item 4. We have to show
G|y + w? - 1,e,x] which we do separately for each of its three conjuncts.

In order to prove Tran(y + w” - 1,e), assume € <, 6 <, ¥ =7 + w” - 1. In the
case 7 <. v + w’ -1 we have v/ <, pred(y + w’ - 1,€) by lemma 24 (this needs
v+ w’ -1 < z, but not v < x which we are unable to show at this stage), thus
£ =<7 by Tran(pred(y+w”-1,¢€),e). In the other case, when 7/ = v+w” -1, we have
§ <. pred(y+w?-1,¢e) by lemma 24 again. Now in the subcase 6 <, pred(y+w”-1,¢)
we have € <, § <, pred(y+w®-1,e) <, pred(y+wP - 1,¢€), thus ¢ <, pred(y+w? -1, ¢)
by Tran(pred(y + w® - 1,¢e),e) and € <. v + w” - 1 = 4/ by lemma 24. Finally, if
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§ = pred(y +w” - 1,¢e) we trivially have & <. pred(y + w” - 1,¢), and we continue as
in the previous subcase.

For DptBd(y+w”-1,e,z) we assume § <.y +w’- 1. If § = y+w? -1 we have already
shown everything we have to. In the case § <.v+w?-1 we have § <, pred(y+w”-1,¢)
by lemma 24, so we immediately get Ord(6), h(d,e)| and 6, g(6,¢e) < h(,e) < z from
DptBd(pred(y + W’ - 1,¢), e, ).

For Mon(y+w?-1, ¢) we assume £ <.0=.v+w?’-1. We first settle the case § <.y +w”-1.
As we have 0 <, pred(y+w? -1, ¢) by lemma 24, g(c,¢)|, g(d,e)] and g(e,e) < g(d,¢)
follow directly from Mon(pred(y+w?-1,¢€),e). So does g(d,¢e) < g(pred(y+wP-1,¢),e)
which together with the above implies g(6,e) < g(y+w”-1,e) by transitivity. In the
other case, when § = y+w?-1, we have € <, pred (y+w”-1, ¢) by lemma 24 once more.
We have already shown everything we need for the case € = pred(y + w? - 1,¢), so
assume € <, pred(y+w?-1,e). Then we have ¢ <. pred(y+w’-1,e) <. pred(y+w®-1,¢)
and we are done by using Mon(pred(y + w? - 1,¢), e) and transitivity. O

5.2 The WO-Proof

We are now ready to carry out the well-ordering proof for EA(;). Our proof is strongly
inspired from the traditional well-ordering proof for Peano Arithmetic as in Pohlers [19]
and also its adaptation to bounded arithmetic by Beckmann [2]. Two modifications are
worth being explained. First, as <. is defined as a transitive closure, proving many of its
properties like transitivity already needs transfinite induction. Therefore we collect them
into the formula GJa, e, ] which is proved simultaneously with the wellfoundedness prop-
erty. Second, working with input bounded outputs requires a bound of input type which
is large enough to bound all input bounded outputs appearing in the proof. We achieve
this by choosing a fresh input variable z and adding the additional premise h(«,e) < z to
each sequent containing the input variable «e. This property is then passed on to all =<, «
via Go, e, 2] and in particular implies DptBd|q, e, z].

This partly motivates our choice for the jump A* below. The premise OBd(«, &, €) present
in A is included for technical reasons. It becomes weaker and weaker when o runs up
the ordinals and vanishes completely as soon as a completes the jump and reaches w®.
Prog[A, e, a] and TI[A, e, a] formalise progressiveness of and transfinite induction for A
with respect to the order <. and are quite standard. The additional premise on x can
finally be removed with the help of corollary 12.

Definition 29.
1. OBd(a, &, e) :== V6 <. .6 <. wb.

2. A(v, a6 e) = OBA(y 4+ w® - a,&,e) AV <. 7. A[6] — V6 <o v + w® - a.A[0].
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3. Afa, & e x] . =Vy.h(y+w*-1e) <z AG[y, e x] )
— Gy+w* lLe,z] AN y<eyv+w*-1 A Ay, a,1,€ e).

4. Prog(A, e, B) .= (Va <. 5.Ala]) — A[F].
5. TI(A, e, a) := (V6 2. a.Prog(A, e, d) — Vi <. a. A[d].

Lemma 30.

1. Assume h(y+w®-a,e), a <z, a <., and Glo, e,z|. Then

= (Va <. B.A% [, €, e,7]) AGly, e, 7]
— G[fy+wa-a,e,x] ANy =Rey+w-a A A(%Oé,aafa@)-

2. Assume 1 <e<uz, h(y+w’-1,e) <z, 8#0, 3=.&, and G[¢, e, x]. Then

F (Vy 2 w®.Prog(4,e,7)) A (Vo < 3. A", €, e, 2]) A Gy, e, x] —
Glv+w’ Lea] Ay=<ey+uw’ 1A A(y,B,1,¢€).
3. Assume 1 <e <x and h(y+w®-1,e) <x. Then

- Vv =ew® Prog(A, e,7)AGy, e, 2] — Gly+w’-1, e, 2] Ay<ey+w’- 1A A(7,0,1,, e).

Proof. 1. By input bounded induction on a for
Bla] = h(y+w®-a,e) <z — Gy +w* a,e,x] Ay Ze vy +w* - aAAly,a,a,&, ¢€).

In the base case we have v+ w® -0 = v by lemma 22.4, so there is nothing to do. For
the induction step we may assume a < z, and the premises G|v, e, z] and G[a, e, 7]
by lemma 28.1 imply Ord(vy, ), g(v,e)l, g(a,e)l and v, a, g(v,e), g(a,e) < x. So
v+ w*-al, Ord(y+w*-a), and (y+w*-a)+w*-1=~+4w*-sa by lemma 22, and

h(7+wa'a7 6) :]1/0(9(,)/’ 6)7 €, g(aa 6)7 CL) < hO(g(’Ya 6)7 €, g(O{, 6)7 SCL) :h(7+wa-sa, 6) <z

by lemmas 27.1 and 27.2 (and one of the premises for the final inequality).

To prove Blsa] we assume h(y + w® - sa,e) < z. Then h(y 4+ w® - a,e) < x by
transitivity, and the induction hypothesis gives

Gly+w® a,e,x] ANy =Sey+w*-a A 121(%047@7576)-

From A*[a, &, e, x| we obtain (instantiating v with v + w® - a)

Gy +w® -sa,e,z] AN v+ w* - a=v+w" sa A fl('y%—wa-a,a,l,ﬁ,e).
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This in particular implies Tran(y + w® - sa), and therefore v <, v + w® - sa. Finally,
to show A(y,a,sa,&,e), we assume OBd(y + w® - sa, &, e) and V6 <. v.A[6]. This
implies OBd(7y + w® - a,, €) by Tran(y 4+ w® - sa) again. Now from A(v, a, a, &, e) we
can deduce V6 <. v + w® - a.A[d], which together with A(y + w® - a,a, 1,¢, e) leads
to Vo <. v + w® - sa.A[0]. This completes the induction step, and an application of
lemma 3 completes the proof.

. By lemma 28.3 we also can assume G|, e, z]. This and the premise G|v, e, z] ensure

Ord(v, 3) and v, 3 < x, so we also have v +w”-1], Ord(y+w?-1), and y+w?-1 # 0
by lemma 22. From lemma 25 we get pred(y + w” - 1,e) = v + w® - a for some
a < e and some «a <. (3 that satisfies Ord(a). This a by lemmas 28.1 and 28.3 and
by Mon(f3, e) also satisfies Gla, e, z], g(a,e) < g(B,e) and o < z. Furthermore the
premise h(y + w” - 1,€) < x by lemmas 27.1 and 27.2 and by transitivity implies
h(y + w® - a,e) < x. This means that we have can apply item 1 of this lemma to
obtain G[y+w®-a, e, z], y=7+w®-a and A(v, o, a, &, €). From this, by lemmas 28.4
and 24, we conclude G|y + w” - 1,e,2] and v <, v + w” - 1, the first and the second
conjunct.

For the third assume OBd(y+w” - 1,¢, e), V8§ <. v.A[0] and § <. v+ w? - 1, and show
that A[6] holds. G[y +w” - 1, e, z] entails Tran(y +w” - 1,¢) and also v+ w? - 1 < .
But by the former we get OBd(y + w® - a, e), which in turn entails v + w® - a <, w*
and, using the premises, Prog(A, e,y + w® - a). The latter together with lemma 24
6 <ev+w*-a. Now if § <. 7+ w®-a we get A[§] from A(y,a,a,€,e), therefore
Aly 4+ w® - a] holds by Prog(A, e, v+ w* - a).

. Somewhat similar to the previous item: G|y, e, z] ensures Ord(y) and v < x, so

y+w?-1], Ord(y+w®-1) and (y+w°-1) # 0 by lemma 22, and pred(y+w®-1,¢e) = v
by lemma 25. Notice that G[0, e, z] holds by lemma 28.2, so by lemmas 28.4 and 24
we can conclude G[y +w® - 1,e,2] and v <. v+ w’ - 1.

For the third conjunct assume OBd(y + w1, ¢), V8§ <. 7. A[d] and § <. v + w° - 1,
and we want to show that A[d] holds. G[y+w’-1, e, z] entails Tran(y+w®-1,¢€) and
v+ w? -1 < z again, and the former via OBd(v, e) entails v <. w® and Prog(A, e, 7).
The latter by lemma 24 again implies § <. v. Now if § <. v we get A[d] from

Ay, a,a,&, e), therefore A[y] holds by Prog(A,e, ). ]

Lemma 31. Assume 1 <e <z and G[{,e,x]. Then

- (\V/7 je Wg-Pl"Og(A, €, ’7)) - Vﬁ je gPI‘Og(A*[, 57 €, I’], €, 6)7

where the notation Prog(A*[-,€, e, x|, e, ) means that the formula A*[a, &, e, x| satisfies
Prog with respect to its free variable o.

Proof. Assume (<. ¢&, Va <, 8.A%[a, &, e, z], h(y +~wﬁ -1,e) < z and G[y, e, x]. Then we
have to show G[y+w?-1,e, 2], v <7 +w?-1 and A(y, 3,1,&, €), which is immediate from
lemma 30. O
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Lemma 32. Assume 1 <e <z and h(w®,e) <x. Then

F Gla, e, x] N TI(A*]-, a, e, z], e, a) — TI(A, e, w?).

Proof. Fairly standard: Assume G|a, e, x], TI(A*[, a, e, x], €, ) and V6 <. w*.Prog(A4, e, ),
we have to show Vi <, w®. A[d].

Lemma 31 tells us that V3 <. a.Prog(A*[-, a,e,x],e,3). From this we get, when using
TI(A*[-, o, e, z], e, ), that Vo <. a.A*[d, ,e, 2] holds, and also the particular instance
Prog(A*[-, a, e, z], e, ). These together immediately lead to A*[a, a, €, z]. Expanding def-
initions and instantiating v by 0 (which is defined) we are done, as soon as we have shown
G[0,e,z], OBd(w®, a,e) and Vd§ <. 0.A[0]. But all three are immediate, the first from
lemma 28, the second from the definition of OBd, and the third from the fact that =6 <. 0
follows from the equational program. O

Lemma 33. Let T(6) :=d =0, and assume 1 < e <z and h(w*, e) < x. Then

F Gla, e, z] NTI(T[-, a e, 2], €,a) — Glw?, e, x].

Proof. Almost the same as for the previous lemma. Notice that Vo <, w®.Prog(T,e,0) is
trivially provable, so applying lemma 31 and using the premise TI(T*[-, a, e, z], e, ) yields
T*[a, a, e, z], and the claim follows by expanding definitions as above. O

The n-fold w-towers are defined as usual by

wola) = wppa(a) = wn (@),

Then w,(0), for all n, is a closed term, and thus trivially defined. Almost as trivial, w,,(0)
is a code of an ordinal, formally to be shown by a straightforward (meta-)induction on n.

Lemma 34. For all formulas A and for any fixed n,

Fl<e<zA /\ h(wm(0),e) < x — Glw,(0),e,z] A TI(A, e, w,(0)).

m<n

Proof. As usual, by (meta-)induction on n. GJ0,e,z] A TI(A,e,0) is immediate from
lemma 28 and the definition of TI, as =6 <. 0. Now the induction hypothesis gives
Glwn(0), e, x|, TI(T*[-,w,(0),e, 2|, e,w,(0)) and TI(A*[-,w,(0), e, x],e,w,(0)), so from the
two previous lemmas we get Glw,4+1(0), e, z] A TI(A, e,w,+1(0)), which concludes the in-
duction step. O

Theorem 35. For all formulas A and for any fixed n, if x is a fresh input variable, then

F TI(A, z,w,(0)).
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This is the main theorem. It states that for all formulas, FA(;) can uniformly prove
transfinite induction up to w,(0) with respect to the orderings <,.

Proof. The first step is to show e < x — g(w,(0),€e)| A h(w,(0),e)| by (meta-)induction
on m. The base case is trivial. For the induction step we use corollary 12 and the induction
hypothesis to assume g¢(wp,(0),e), h(wy,(0),e) < z. Then the claim is immediate from
lemma 27.2.

To prove the theorem, the previous lemma gives

1<e<aA J\ h(wn(0),e) <z — TI(A, e,w,(0)).

m<n

Drop the premise A, ., h(wm(0),e) < z by using corollary 12, and substitute = for e. We
are left with 1 < a2 — TI(A, z,w,(0)). So all that remains to show is TI(A, 0,w,(0)).

The proof of TI(A, 0,w,(0)) relies on the fact that § <o wy12(0) is equivalent to § <o w,(0).
This will be clear from lemma 24, once we have seen that pred(wy,42(0),0) = w,(0), since
we can assume wp12(0) < z by using corollary 12, and w,,12(0) # 0 holds by lemma 22.1.

But pred(wn42(0),0) = w,(0) is easily verified by (meta-)induction on n. Before doing
this, observe that w;,2(0) = (0, (0,w,(0),1),1) is immediate from the equational program.
Then so is the base case, because wy(0) = 0 implies pred(wy(0),0) = 0+wPrd(00.1.0).0 =,
and the induction step as well, computing

pT@d(er,g(O), O) — O + pred(wn+2(0),0) . 1 — O + wwn(O) . 1 — wn+1<0)-

Returning to the proof of TI(A,0,w,(0)), this is trivial for the base cases n = 0 and n = 1,
because we have =0 <o 0 and 0 <q (0,0,1) < § <o pred((0,0,1),0) <> 6 = 0. For the
induction step we assume V0.0rd(6) — Prog(A,0,0). This by the induction hypothesis
gives V0 <. w,(0).A[d] and therefore, as Ord(w,(0)) holds, A[w,(0)] as well. These together
say V0 <o wp12(0).A[0] which by the remarks above is all we have to show. O

With the help of lemma 34 we can apply a similar procedure to see that we could rephrase
all results on input bounded (codes of) ordinals to hold for all § <, w,(0). We perform this
for a specific example that we will need in the next chapter.

Lemma 36. FA(;) proves, for all n,
Vo <z wn(0).(6 =0V Lim(d) V Succ(d)) A (6 # 0 — pred(d, z)| A pred (0, x) <, 0).

Proof. Let A(d,e) := (0 =0V Lim(5) V Succ(d)) A (6 # 0 — pred(d,e)| A pred(d, e) <. 9).
The first step is to observe (Gla, e, 2] Ad <. a) — Ord(§)Ad < x which follows directly from
lemmas 28.1 and 28.3. Then (G[a, e, 2] A0 <) — A(0, ) is immediate from lemmas 20, 23
and 24. Apply lemma 34, and we can remove premises and substitute x for e exactly the
same way as in the proof of the theorem. ]



Chapter 6

Transfinite Induction, Upper Bounds

6.1 The Slow-Growing Hierarchy

In this chapter we define a notion of provable ordinal for two-sorted arithmetic and show
that the slow-growing hierarchy along these ordinals is always provably total. This implies
that the lower bound gq given in the previous chapter is a sharp one, as the slow-growing
hierarchy up to (and including) &¢ is a non-elementary function, see [8] for details. On
the other hand we know from Ostrin and Wainer [18, Theorem 3.5 that all provably total
functions of FA(;) are elementary.

Our definition of a provable ordinal is based on structured tree ordinals rather than set
theoretic ordinals. There are several reasons why this choice seems to be more adequate in
this context. Following Wainer’s program (as in [18]), introducing variable separation gives
rise to a proof theory based on the slow-growing hierarchy, and we can see tree ordinals as
a slow-growing counterpart to set theoretical ordinals. Secondly, set theoretical ordinals
are simply too coarse. Sommer ([22], [23]) shows that the proof-theoretic ordinal in the
classical sense must be w? for all theories between IA, (or T? respectively) and I3, see
Beckmann [2, p. 4] for more details. This in particular means that classical ordinal analysis
can’t separate any of these theories. But FA(;), as well as it’s fragments and extensions
which are also of interest, lie all in that range, at least when comparing the respective
provably total functions: Linspace for IAg, elementary time for FA(;), and all primitive
recursive functions for 13;. A more technical reason finally is that the lower bound we gave
in theorem 35 didn’t well-order any set-theoretical ordinal at all, but rather a family of
(increasing) suborderings <,,. This perfectly fits the correspondance between tree ordinals
and their sets of n-predecessors a[n], cf. Fairtlough and Wainer [8].

Our definition of the structured tree ordinals exactly follows [8], but for convenience we
repeat the most relevant facts in the following definition and in lemma 38, which is copied
from their corollary 2.9.

23



o4 CHAPTER 6. TRANSFINITE INDUCTION, UPPER BOUNDS

Definition 37. The set €2 of the countable tree ordinals is inductively defined as the closure
of the zero ordinal 0 under successor a + 1 := aU {a} and limits sup(a,) := (@) zen. The
letter A will denote limit ordinals A = (\,).

This definition gives raise to a natural (partial) ordering < on the set of the countable
tree ordinals, defined as the transitive closure of the rules @ < a« + 1 and \,,, < (\,) (for all
natural numbers m).

For each a € ) the restriction <, of this ordering below « is wellfounded. The ordinal
height |a| of « is defined to be the set-theoretic ordinal height of <.

For each natural number n the set of n-predecessors a[n] of a tree ordinal « is defined
inductively by

e 0[n] := 10,
e (a+1)[n] = aln]Ufal,

o \[n] := \,[n].

A tree ordinal « is called a structured tree ordinal if every A < « satisfies, for all n, the
inclusion A, € A\[n + 1].

Lemma 38. For each non-zero structured tree ordinal o the set {3 : < a} is well-ordered
by <, with least element O and such that 3 < a implies 3+ 1 < «. This well-ordering is
the direct union of its finite sub-orderings a[n] for n € N.

Definition 39.

1. A model of FA(;) is called a standard model, if both the input and output variables are
interpreted as (standard) natural numbers, the symbols 0, s and = are interpreted
as the constant 0, the successor function and the equality relation on the natural
numbers, and the function symbols are assigned any partial functions on the natural
numbers that make all equations in P true.

2. An arithmetization of a tree ordinal o consists of formulas Ord, Succ, Lim and AL
in the language of FA(;), an equational program P containing a binary function pred
and a constant 0, and an injection [-] from {3 : § < a} into the closed terms of the
language of FA(;) + P such that

(a) For all 0, <« and for all natural numbers n, § € 8[n] if and only if AL[[d], [5],7]

is true in every standard model. Here n denotes the n-th numeral, and we usually
write a <. b for A[a,b,e].

(b) For all 8, A\ < « and for all n, both Succ([3 + 1]) A pred([5 + 1],7) = [ 5] and
Lim([A]) A pred([X],7) = [A,] are true in every standard model.
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(c) For all # € a[n] and for all n, FA(;) proves Ord([5],n).

(d) EA(;) proves both V6.0rd(d,z) — (6 =0V Lim(J) V Succ(d)) and
V5.0rd(0,2) N6 # 0 — (pred(d, z)| N AL[pred(d, ), d, x]).

3. An ordinal « is provable in FA(;) if and only if there is an arithmetization of « such
that FA(;) - TI(A, <, z, [«]) for all formulas A, where

TI(A, <, e,a) := (V0.0rd(0,e) — Prog(A, <,e,0)) — Vo <. a. A[d]

and
Prog(A, <,e, ) := (Va <. 8.Ala]) — A[S].

We don’t require that FA(;) proves <, C <, (theorem 2.8 of Fairtlough and Wainer [8])
for o being provable. For then, FA(;) would even prove the wellfoundedness of <, i.e.
transfinite induction over set theoretic ordinals up to £y, which would be much too strong
a result.

We notice that all ordinals up to €q are indeed provable in FA(;) in the sense of defini-
tion 39 above, if we take them as being the closure of 0 under successor, addition and
exponentiation with base w := (z),. This is clear from lemma 36 and theorem 35, when
we choose 0 <. [a] as the formula Ord(d,e) in definition 39 for any such ordinal a.

Lemma 40. Let « be a provable ordinal of EA(;), and assume that P contains the equation

0 6 =0,
9(B,a) = < sg(pred(B,a),a) Succ(B),
g(pred(B,a),a)  Lim(5).
Then F g([a],z)].

Proof. Let A[f] .= g(B,z)], we want to apply TI(A, <,z, [«]). In order to prove the
premise assume Ord((3,z) and Vd <, (5.A[d], and show A[F]. By the assumptions on the
arithmetization of @ we can distinguish the cases § = 0, Lim(3) and Succ(/3). Furthermore,
if 3 # 0, then pred(B,x)] and pred(5,z) <, B, thus g(pred((,x),z) is defined by the
induction hypothesis. Therefore all three cases satisfy A[F]. This means that we have
shown V3.0rd(3,x) — Prog(A, <,e, ). Now we can apply TI(«, <,z, [a]) to obtain
Vo <, [a].A[6]. As [a], being a closed term, is defined, and Ord([«a],x) holds, we have
also Prog(A, [a]) which implies A[[«]]. O

As shown in the introduction to this chapter this result provides an upper bound for the
provably total ordinals of FA(;):

Corollary 41. If a structured tree ordinal « is a provable ordinal of EA(;), then its height
|| is smaller than ;.
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Proof. By (part 2(b) of) definition 39 g([«],-), indeed defines the slow-growing hierarchy
at level . But for || > ¢q this is a non-elementary function! O

Corollary 42. Define the proof theoretic ordinal of a two-sorted theory T to be

sup{|a| : a is provable in T}.
a€el

Then the proof theoretic ordinal of FA(;) is .
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Index

a, 3,7,..., see arithmetization, of ordi-
nals

|, see tree ordinal, height

B[n], see tree ordinal, set of predecessors

(), see tree ordina

p(a), see arithmetical functions, predeces-
sor

s(a), see arithmetical functions, successor

a+b, see arithmetical functions, addition

a — b, see arithmetical functions, subtrac-

tion

a - b, see arithmetical functions, multipli-
cation

a®, see arithmetical functions, exponenti-
ation

(a);, see projection functions
g(a, e) (direct definition), 41, 42
(cv

g(a, e) (definition by transfinite recursion),

55
h(a,e), 41, 42
coeff (o), see arithmetization, of ordinals
exp(a), see arithmetization, of ordinals
left(cv), see arithmetization, of ordinals
pred(ca, e), see predecessor, function, on
ordinals
1, see arithmetical operators, bounded p
X—, see characteristic function, for equal-

ity

<, see characteristic function, for inequal-
ity

<, see characteristic function, for inequal-
ity

e, 39, 39

=e, 39, 39

Y1, see formlula, >

29

t], see term, defined

A* (jump formula), see jump formula

A* (relativization), see relativization of a
formula

A, 48

3Seq(a), see characteristic function, of ter-
nary sequences

Lim(«), see limit ordinal

Succ(a), see successor ordinal

Prog(A), 18

Prog(A,e, 3), 49

B4, see relativization of a formula

Gla, e, ], 41, 46

OBd(a, &, €), 48

TI(A, e, a), see induction, transfinite

adequacy
of X_, see characteristic function, for
equality
of propositional logic, see arithmeti-
zation, of propositional logic
arithmetical functions
addition, 7, 12
computing with, 25
exponentiation, 25
maximum, 22
multiplication, 25
predecessor, 7
subtraction, 7, 12
successor, 5
arithmetical operators
bounded g, 29
bounded maximum, 28
arithmetization
of boolean operators, see arithmetiza-
tion, of propositional logic
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of ordinal arithmetic, 35, 36, 39
of ordinals, 32, 34, 35
of propositional logic, 9
of ternary sequences, see sequences
of tree ordinals, see tree ordinal, arith-
metization of
auxiliary formula, see Gla, e, 7]

basic term, see term, basic

bounded pu, see arithmetical operators,
bounded u

bounded formula, see formula, >

bounded maximum, see arithmetical op-
erators, bounded maximum

bounding functions, see h(a, e)

call by name, see conditional, call by name
call by value, see conditional, call by value
cantor normal form, 35
cases rule, see EA(;), rules and axioms
characteristic function, 9
for e-predecessors, see <,
for equality, 25
for inequality, 9, 11, 12
of ordinals, see arithmetization, of or-
dinals
of ternary sequences, see sequences
conditional
call by name, 8
call by value, 8
contraction rule, see FA(;), derived rules
course of value induction, see induction,
course of values
cut rule, see EA(;), rules and axioms

defined term, see term, defined

EA(;)

derived rules, 6-7

model of, 54

rules and axioms, 5-6
eigenvariable, 6

restriction, 6
equality rule, see FA(;), derived rules

INDEX

equational program, 7

formula, 5
1,5
function bounded induction, see induction,
function bounded
fundamental sequence, 36

generalized existential rule, see FA(;), de-
rived rules

Herbrand-Godel, see equational program

induction
above b, 15
course of values, 15
function bounded, 27, 38, 42, 44
input bounded, 12
on ordinal terms, 34
function bounded, see induction,
function bounded
rule, see FA(;), rules and axioms
transfinite, 48, 49, 52
input bounded output
induction, see induction, input boun-
ded
substitution, see substitution, input
bounded output
variable, see variable, input bounded
output
input substitution, see substitution, input
input variable, see variable, input
inversion for V, see EA(;), derived rules

jump formula, 48, 49

least null, see arithmetical operators, boun-
ded p
limit ordinal, 35, 36

maximum
function, see arithmetical functions,
maximum

operator, see arithmetical operators,
bounded maximum



INDEX

ordinal, see arithmetization, of ordinals
provable, see provable ordinal
tree ordinal, see tree ordinal, arithme-
tization of
ordinal arithmetic, see arithmetization, of
ordinal arithmetic
ordinal term, see arithmetization, of ordi-
nals
output substitution, see substitution
output variable, see variable, output

pairing, see sequences
dummy, 8
predecessor
function
on numbers, see arithmetical func-
tions, predecessor
on ordinals, 35, 36, 38, 39
set of, see tree ordinal, set of prede-
cessors
progressiveness, 48, 50
formalized, see Prog(A), Prog(A, e, )
projection fuctions, 30
proof theoretic ordinal, see provable ordi-
nal
propositional logic, see arithmetization, of
propositional logic
propositional rules, see FA(;), rules and
axioms
provable ordinal, 55, 56
provably total, 7
on input bounded outputs, 20
on outputs, 7

quantifier rules, see FA(;), rules and ax-
ioms

relativization of a formula, 17

sequences, 30

slow-growing hierarchy, 41, 53, 55
formalized, see g(«,e)

standard model, see FA(;), model of
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structured tree ordinal, see tree ordinal,
structured
substitution, 7, 17
input, 19
input bounded output, 21
lemma, see FA(;), derived rules
successor ordinal, 35, 36

term
basic, 5
defined, 7
general, 5
ordinal, see arithmetization, of ordi-
nals
term induction, see induction, on ordinal
terms
ternary sequences, see sequences
total function, see provably total
transfinite induction, see induction, trans-
finite
transitivity
of <. and =, 41, 42
of < and <, 14
tree ordinal, 53
arithmetization of, 54
height, 55
set of predecessors, 53, 54
formalized, see <.
structured, 53

variable
input, 5, 20
input bounded output, 11, 20
output, 5

weakening, see EA(;), derived rules



