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Abstract

We present a dynamic doxastic logic which formalizes belief change
for rational agents. It is based on the multi-agent modal logic KD45,,
and therefore preserves the consistency of belief. The actions can be
seen as announcements of arbitrary formulas to arbitrary groups of
agents. We call it pure belief change because there is no change of
propositional facts. We give a sound and complete axiomatization
and argue that this logic works for communication where the source is
not known to be secure. A possible application could be games where
it can happen that the players lie.

1 Introduction

The discussion about belief revision started in the early eighties, and was fully
launched with the publication of the AGM postulates in [1| by Alchourrén,
Gérdenfors, and Makinson. At the beginning of the nineties, Katsuno and
Mendelzon came up with different postulates (KM postulates) in [7]. Their
intended application was updating a belief base instead of revising it. Herzig
showed in [5] that the AGM postulates are incompatible with the KM pos-
tulates. Most researchers are in agreement with the fact, that one has to
consider the application in order to decide, which postulates one wants to be
satisfied.

In the AGM theory, the inconsistent belief state is a potential state, it can
even happen that a contradiction in itself (e.g. the formula 1) is accepted as
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new belief. We think that the AGM postulates are rather stated for human
belief than for the belief of rational agents. From our point of view, rational
agents should never get inconsistent belief (cf. Halpern and Friedman in [3]).
This is one of the reasons why our system for belief change does not fit into
the AGM setting. On the other hand, we consider pure belief change where
no factual change takes place. Therefore, our approach cannot satisfy the
KM postulates either.

The question is, how we expect the agents to consistently expand their beliefs.
Our answer is based on the idea that a rational agent is always aware of all the
consequences of its beliefs: the agents accept incoming information, if they
do not belief in its negation, and they reject it otherwise. This procedure
ensures that the beliefs of the agents permanently remain consistent. But
it can happen that the agents accept false statements, and after that, they
will reject a true sentence. Nevertheless, this is what can happen in practice,
if the agents do not know whether the source of the information is reliable
or not. Our approach formalizes belief expansion for a huge set of formulas,
and for propositional formulas in particular. But it is not belief expansion
in the original sense, because there are beliefs that can be contracted as a
consequence of accepted information. This phenomenon can be explained
with the presence of the axioms of positive and negative introspection, which
are always valid before and after an announcement.

There are many formalizations of belief change in modal logics with dynamic-
style operators for incoming information (e.g. van Linder, van der Hoek, and
Meyer [12], Gerbrandy and Groeneveld [4], Roorda, van der Hoek, and Meyer
[8]). They all fit more or less into the AGM setting, but they get inconsistent
theories by adding the D axiom —B;_L (in order to avoid inconsistent belief).
Other approaches compatible with S5,, (e.g. van Ditmarsch in [10]) are still
not consistency preserving in our sense, although they satisfy the D axiom.
The problem is, that every formula holds after the announcement of the
formula L. A system for consistency preserving knowledge change extending
the logic S5,, can be found in [9].

In section 2 we will define the language and semantics of our dynamic dox-
astic logic and we will show that performing an action always results in a
serial, transitive, and Euclidean Kripke structure. We will give a sound and
complete axiomatization in section 3 and prove that our logic has the same
expressive strength as normal modal logic. In section 4 we discuss our results
and give a short outlook to future work.



2 Language and semantics

It is the aim of this section to introduce the language £2 of multi-agent
modal logic with dynamic-style operators for group announcements. We will
define the semantics of announcements via operations on Kripke structures
and we will prove that we always operate on serial, transitive, and Euclidean
Kripke structures.

Given a natural number n > 1, we fix the set A = {1,...,n} of n rational
agents. Further, we take a countable non-empty set P of atomic propositions
denoted by p,q, ..., possibly with subscripts. The set of £2 formulas is
defined by the following grammar (p € P, i € A, ) # G C A),

a = p| ~a| aha | Ba | [adea.

The formula B;a means agent i believes «v, and [a]g5 expresses that 3 holds
after the announcement of a to the group G. The connectives V, —, and
«— are defined as usual. T := pgV =y and L := py A —=py for some fixed
po € P. The Ly formulas are the propositional formulas, the £,, formulas
are the modal formulas without announcement operators. The length of a
formula is inductively defined by

lp| = 1,

mal = o|+1,
lang|l = la|+ |0 +1,
|Bia| = |a|+1,
[edeB = laf+ 8] +2.

Iterated announcements [a]f3 are naturally defined by induction on k,

lales = 3,

[a]¢8 = lolalales -

Definition 1 An n-Kripke structure K = (S, Ry,..., R,, V) is an (n + 2)-
tuple, where S # () is a set of states, R; C S? is a binary relation for all
i€ A, and V : P Pow(S) is a valuation function.

Since the n is given, we will always simply write Kripke structure. The set S
is called the universe of K, denoted by |K|. The relation R; is the accessibility
relation for agent i. In the sequel, we will write K5 for the class of all Kripke
structures with serial, transitive, and Euclidean accessibility relations,

serial: for all u € S thereis a v € S s.t. uRv ,



transitive: for all u,v,w € S, uR;v and vRw = uRw |
Euclidean: for all u,v,w € S, uR;v and uR,w = vRw .

We will now define the validity of an £4 formula in an arbitrary Kripke-world,
i.e. a pair K, s s.t. s € |K|. The crucial point of this definition is the case of
[a]g3, where we simultaneously define an operation on the Kripke structure.
The idea is, that we restrict the accessibility relations to the states where
the announced formula holds, if and only if the agents do not belief in its
negation.

Definition 2 Let K = (S, Ry,...,R,,V) be an arbitrary Kripke structure
and s € S be an arbitrary state. The validity of L% formulas in the Kripke-
world K, s is inductively defined as follows.

KiskEp iff s€Vi(p),

K,sE-a iff K sla,
KisEaAp iff KsEaadK skEQB,
K,s = Bia iff foreveryte S,sRt = KitEa,
K,s = [alaB iff K™ 5= 8.

For given a and G, the Kripke structure K¥¢ := (S’,R?’G, o, RECGVY s
simultaneously defined by
S = Sx{0,1},
Viip) = Vi(p)x{0,1},

R¥Y = {(so,to) | sRit} U
{(s1,t1) | sRit and (K,s = Bi—a or Kt =)} (i€ d),
R = {(s0,t0) | sRit} U {(s1,t0) | sRit} (i¢ Q).

We use sy and s as abbreviations for (s,0) and (s, 1), respectively. The
validity relation = is indeed inductively defined, because |[a]qB| = |a|+]|5]+2.

We say that an £4 formula « is valid in the Kripke structure K (K |= ), if
and only if for all s € |[K|, K, s = a. The formula « is valid with respect to
KstE (s = @), if and only if for all K € K K = a. Further, we say
that « is satisfiable in K7 if and only if there is a K € K5F and an s € |K],
s.t. K s |E a.

It is time now for an example, which illustrates how our approach guarantees
the consistency of belief before and after an announcement, even if a lie has
been told.



Example 3 Imagine a game with the players 1, 2, and 3, as well as the
cards Ace, Queen, and another Queen. One card is dealt to each player and
the players can only see their own card. Then the situation is represented by
the Kripke structure K as follows.

QQA
)
2 1(5/3\
AQQ =~ QAQ

We need a proposition p; for each player j to express that this player has got

the Ace. The valuation is given by

Vip) = {AQQ},
Vip) = {QAQ},
Vips) = {QQA} .

The only player who knows the deal is the player with the Ace.

Now player 1 secretly tells player 2, that he does not have the Ace. No matter
in which state we are, we can perform this announcement as described in
definition 2. This means that o = —p1, G = {1,2}, and hence, K*¢ is the
following Kripke structure.

1,2
)
QQA;

1 2 1 1,2
r»//// )
AQQr— | —QAQ
3 3 N 3 3

AN
QQA,
)
AQQq 3 QAQy
) )
1,2,3 1,2,3

Observe that, no matter in which state we are before the announcement,
player 2 accepts the announcement and beliefs —p, afterwards. In the state
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QAQ, player 2 learns nothing new, because she already believes that player
1 does not have the Ace. On the other hand, in the state AQQ, player 2
believes a lie, and player 1 rejects his own announcement, because he believes
its negation py. This fact illustrates the essential difference of our procedure
to the other approaches.

Let us go back to the initial position and consider the case, that player 1
secretly tells player 2 that he has got the Ace. Then player 2 will reject the
announcement in the state QAQ, because she beliefs that player 1 does not
have the Ace.

The next lemma states, that K®¢ is always in K2, if the accessibility re-
lations of K are serial, transitive, and Euclidean. This is what we mean by
consistency preserving.

Lemma 4 For all Kripke structures K, all L formulas o, and all non-empty
groups G C A of agents we have

Kekd® = KCels.

PROOF Let K, a, and G be given as stated above and take an arbitrary i € A.
We have to show that R?’G is serial, transitive, and Euclidean. If ¢ ¢ G, it
is easy to see that R?’G has the desired properties. Now assume ¢ € GG. The
relation R® is serial, because R; is serial and definition 2 makes sure that
agent ¢ rejects the announcement, if he believes ma. We concentrate on the
proof of transitivity. Take s,t,u € |K| and k,I,m € {0, 1} s.t. skal’th and
th?’Gum. Since R?’G is always a subset of R;, we know that sR;t, t R;u, and,
because of transitivity of R;, we have sR;u. If k = 0, it is immediate that
I = m = 0, and we obviously get soR"“uy. If k = 1, since i € G, we have
[ =m =1, and we distinct the following two cases. In the case K, s = B;—a,
we immediately have s, R?’Gul, because agent i rejects the announcement in
the state s. In the case K, s |& B;—a, we know that K, s = B;—B;—a, because
R; is Euclidean. Since sR;t, we have Kt [~ B;—«. But now, we know that
K,u = «, because th?’Gul. Therefore, we also have SIR?’GUI and we are
done. The proof of Euclideanness is similar to the proof of transitivity. [

Finally, we want to mention that group announcements are in general not
idempotent: there is no valid implication between [a]g and [a]%3 for arbi-
trary «, @, and G.

3 Axiomatization and properties

In this section we will give a sound and complete axiomatization KD452
for our announcement logic. We will define the notion of announcement-



resistance for formulas with respect to a non-empty group of agents. These
are the formulas which remain valid after arbitrary announcements to G.
We will show that beliefs in announcement-resistant formulas can not be
contracted by accepting a group announcement.

Definition 5 The theory KD45§ has the following azioms and rules.

PT) Ewvery instance of a propositional tautology,
D) Bi_@é — _'BiOé 5

(
(
(
(4) Bioz — BszOé P
(5) —-Bia — Bi—-Ba ,
(A1) lalep < p,
(A2) [a]a(B — ) = ([0leB — [ale)
(A3)  [alg=B < —[alef ,
(A4) —Bi~a — ([a]gBif — Bi(a — [alef)) (i€G),
(A5)  Bj~a — ([a]eBif < Bilala) (i€ G),
(A6) [algBip < Bif3 (i ¢ G),
Q a— [ « Q@
(MP) 5 , (NEC1) ' —. (NEC2)

The announcement axioms (A1) to (A6) are called reduction axioms, because
they reduce the language £2 to £,. We will see later, how the translation is
established.

Lemma 6 The system KD45" is sound with respect to K3, i.e. for all LA
formulas o we have

KD4sh Fa = K¥Ea.

PRrROOF The proof is by induction on the length of the derivation. In the
base case, soundness of the axiom (A4) is proved as follows. Let K € K3,
s€lK|,0# G C A, and i € G be given and assume that K, s = B;—a. Then
we have
K,s = [a]lgBi3 iff K s, = B

iff forallte S, s;R™t; = K¥ t, =4

iff forallte S, sRitand Kt =a = Kt = [a]ef

iff K,s | Bi(a — [a]gf) .
In the induction step, soundness of the rule (NEC.2) directly follows from
lemma 4. O

As a preparatory step for the completeness proof, we will give some derivable
formulas. The proof is left as an exercise.
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Lemma 7 The following axioms are derivable in KD45).
1. [ela(BAY) < ([eleB Alalay) |
2. [ea(BV7) < ([deB Vala7)
5. laleBif < BilalgBV (mBima A Bi(a — [a]cf)) -

Our completeness proof can be done via a translation from £ to £,,, because
our announcement logic has the same expressive strength as normal modal
logic.

Definition 8 The translation t from L% formulas to L, formulas is induc-
tively defined as follows.

tp) == p,

t(~a) = —t(a),
tlanp) = tla) ANt(D) ,
t(B;o) = Bit(a) ,
t(laleB) = h([t(a)]ct(D)) -

In order to make t a function from LA to L,, we define the translation h
from the set {[a]cf | o, B € L,} to L, by

Mlelep) = b,
halg=B) = —h([alcB) ,
hlala(BAY) = WlaleB) A h(laley)
hlaleBiB) = Bh([alaB) V (-Bima A Bi(a — h([alcp))) (i€ G),
h([a]aBiB) B (i ¢ Q).

It is obvious that for every £ formula «, its translation ¢(«) is a formula of
L,. In addition, we can prove the equivalence of o and t() in KD45".

Lemma 9 For every L% formula o we have
KD45) F o« t(a) .

PRrROOF This lemma can be proved by induction on a. In the induction step,
in the case « is of the form [3]s7, we need two more properties.

1. KD452 + [p]ad < h([p]ad) for every o, € L, ,

2. KD452 I ¢ 1) = KD45) F [p]ad < [¥)]gd for every § € L,, .
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Both properties can easily be proved by induction on ¢. Il

The previous lemma is very helpful for proofs by induction on arbitrary £A
formulas, because we need it in the last case of the induction step. For
instance, the following property holds for arbitrary £2 formulas ,

KD45A o> 3 = KD45 F [a]gy < [Bloy -

Lemma 9 is also helpful to prove completeness of KD45. We have indeed a
completeness proof with maximal consistent sets, but it is much longer.

stE
n

Lemma 10 The system KD45Q is complete with respect to K
LA formulas o we have

i.e. for all

KiP =a = KD45)F o .

PROOF From K5 = o we get K5'F = t(a) by soundness and lemma 9. By
completeness of KD45,,, we have KD45,, I t(a) and KD45" F t(a), because
KD45Q is an extension of KD45,,. By lemma 9 we immediately get KD45Q Fa,
and we are done. O

In a next step, we will define the notion of announcement-resistance for £
formulas with respect to a non-empty group of agents. This definition differs
from the notion of successful formulas in literature, cf. van Ditmarsch in [11].
The reason for the difference is, that in our approach, not even propositions
are successful formulas in the original sense.

Definition 11 Let ) # G C A. An Eﬁ formula « is called announcement-
resistant for G, if for all L2 formulas 3 we have

KD45) F o — [fBlea .

Observe, that KD45/ proves a — []%a for all k > 0, if « is announcement-
resistant for G. The following lemma shows, that for every G, a huge set of
formulas is announcement-resistant for G.

Lemma 12 Let ) # G C A. Then we have
1. for all p € P, the literals p and —p are announcement-resistant for G.

2. for all « € LA and i € A\ G, the formulas B;a and —B;a are
announcement-resistant for G,

3. all L2 formulas provable in KD452 are announcement-resistant for G,

4. if a and B are announcement-resistant for G, the formulas o A B and
a 'V B are announcement-resistant for G,



5. if a 1s announcement-resistant for G and i € G, the formula B;a s
announcement-resistant for G.

PROOF The claims 1 to 3 directly follow from the axioms (A1), (A6), and
the rule (NEC.2). The Claims 4 and 5 can be established using lemma 7. O

As an immediate consequence of the previous lemma, we get the following
fact. For all £y formulas «, all non-empty G C A, and all 7 € A, the formula
B;a is announcement-resistant for G. This means, that beliefs in proposi-
tional formulas can never be contracted by group announcements. We can
therefore say, that our approach formalizes belief expansion for propositional
belief.

The next lemma shows, that under certain conditions, the agents can really
learn new sentences, as we have already seen in example 3. The proof is left
to the reader.

Lemma 13 Let ) # G C A and o be announcement-resistant for G. Then
foralli e G and k,m > 1 we have

KD45% + =B;-a — [a]LBM a .

We immediately get that KD45" proves =B;a A =Bi~a — [a]kB"a, so
the agents in GG can learn the announcement-resistant formulas for G. This
lemma shows, that with the right precondition (=B;—«), the announcement-
resistant formulas for G are in a way the successful formulas for G.

4 Conclusions and future work

Since we present a system for modal belief change, we show that our approach
can successfully formalize the muddy children puzzle.

Example 14 [t is easy to verify, that in the Kripke structure K forn children
and in a state s where the children 1 to m are muddy, it holds that

K,s | [father]slno]3 /\Bidirtyi :
i=1
For the definition of the formulas father, no, and dirty;, see [4].

For n = 3, the following Kripke structure illustrates the relevant connected

10



part Of ((Kfather,A)no,A)no,A .

1,2,3
()

, 111
1,2/’ Tz 2,3
) 13O ()

N
110 1 101 3 011
QT Y Y Tz

/3 / 1
10(3 010‘52 001
1 ) 3 3
000

Observe, that no matter which children are muddy, every agent has consistent
belief, even if some of the announcements were false.

As we have seen in the last section, propositional beliefs are always expanded.
But arbitrary beliefs can be contracted: Since KD452 proves ~B;pA—B;—p —
[p]aBip, we can have B;—B;p before an announcement and —B;—B;p after-
wards. Hence, on a given Kripke-world K,s, an announcement with the
formula « to the group G defines a non-monotone operator on the set of
agent ¢’s beliefs. It will be interesting to investigate this operator in the
future.

This paper can be seen as the first part of belief revision for KD45,,. Until
now, we have formalized expansion of propositional beliefs. The next step
will be to define contraction — of propositional beliefs. It still has to be pure
belief change without any factual change. Then, it will be straightforward
to define revision + for propositional beliefs using the Levi identity,

H_a]Gﬁ = [;_'Oé]a[a]gﬁ.

Due to lemma 9 we know that the language £2 has the same expressive
strength like the language £, of normal modal logic. In a worst case, the
length of the translation of an £2 formula is exponential. So we will do a
complexity analysis of our announcement logic.

A next challenge will also be to extend our announcement logic with the
notion of common belief. As in related approaches, we conjecture that adding
announcement operators to common belief increases the expressive strength.
We also think that in this context, group announcements are more expressive
than announcements to single agents.
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There is an approach of dynamic epistemic logic by Baltag, Moss, and Solecki
in [2], where the actions are not only formulas, but action structures. It is
possible to extend our approach to this more general definition, because the
cartesian product of two K3 structures is again a K:# structure. For this
purpose, the difficulty will be the complete axiomatization of this new logic
expanded with common belief.

Last but not least, we want to mention that we will investigate, how our
announcement logic can be applied to deal with security protocols. There is
an approach of Hommersom, Meyer, and de Vink in [6], where announced
formulas have to be true. We can also deal with false announcements, thus
we belief our procedure could be some improvement.
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