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Abstract

The notion of unfolding a schematic formal system was introduced by
Feferman in 1996 in order to answer the following question: Given a
schematic system S, which operations and predicates, and which prin-
ciples concerning them, ought to be accepted if one has accepted S?
After a short summary of precursors of the unfolding program, we sur-
vey the unfolding procedure and discuss the main results obtained for
various schematic systems S, including non-finitist arithmetic, finitist
arithmetic, feasible arithmetic, and theories of inductive definitions.

1 Introduction

The search for new axioms which are exactly as evident and justified as those
with which you have started was already advocated by Godel in his program
for new axioms, see Godel [24], p. 151:

Let us consider, e.g., the concept of demonstrability. It is
well known that, in whichever way you make it precise by means
of a formalism, the contemplation of this very formalism gives
rise to new axioms which are exactly as evident and justified
as those with which you started, and this process of extension
can be iterated into the transfinite. So there cannot exist any
formalism which would embrace all these steps, but this does
not exclude that all these steps (or at least all of them which
give something new for the domain of propositions in which you
are interested) could be described and collected together in some
non-constructive way.

*To Solomon Feferman, with gratitude for his intellectual inspiration and friendship
**Institut fiir Informatik und angewandte Mathematik, Universitdt Bern, Neubriick-
strasse 10, CH-3012 Bern, Switzerland. Email: strahm@iam.unibe.ch



The first very natural candidates for new axioms to be added to an arith-
metical system S are proof-theoretic reflection principles, roughly stating
that everything which is provable in S is correct. More precisely, the local
reflection schema is the collection of sentences

(Rfng) Provg("A™") — A

for A being a sentence in the language of S. The generalization of this schema
to arbitrary formulas uniformly in their free parameters is called the uniform
reflection schema of S, in symbols, RFNs. As was shown by Turing [36], one
may iterate the addition of reflection principles (and consistency statements)
along Kleene’s constructive ordinal notations O in order to define for each
a € O a formal system S, by adding the reflection principle of the previous
system at successor stages and taking the union of the previous systems at
limit stages. Turing called the so-obtained progressions of a given system
S ordinal logics. These were taken up in Feferman [10] and there renamed
to transfinite recursive progressions of axiomatic theories. While Turing ob-
tained completeness results for 1) sentences by iteration of the consistency or
local reflection principle Rfng, Feferman showed that one gets completeness
for all arithmetic statements by iteration of the uniform reflection principle
RFNs. Both completeness results were considered to be problematic because
they depend on clever choices of ordinal notations which were not justified
on previously accepted grounds. Indeed, ordinal logics are far from being in-
variant under the choice of ordinal notation: Feferman and Spector [19] have
shown that there are paths through O whose progression is not even com-

plete for TIY sentences. For more information on ordinal logics, see Feferman
[17] and Franzen [23].

The crucial condition which was missing in the previous proposals is the
one of autonomy which guarantees that one is only allowed to advance to a
system S, for an a € O in case the wellfoundedness of a has been established
in a system S, with b smaller than a; see Kreisel [26] and Feferman [11].
Thus we are led to the study of all principles of proof and ordinals which
are implicit in given concepts, see Kreisel [28]. The most influential series
of results in the “autonomy program” concerns the study of the limits of
predicative provability by Feferman [11] and Schiitte [31] who independently
determined the so-called Feferman-Schiitte ordinal 'y as the limiting number
of predicativity. The first system proposed for an analysis of predicativity was
autonomous ramified analysis. After its ordinal I'y had been found, Feferman
developed (autonomous) progressions of hyperarithmetical analysis based on
the hyperarithmetic comprehension rule and the uniform reflection principle
as well as the system IR for inductive-recursive analysis.



One objection with the above-described approaches in the implicitness pro-
gram one may have is the inclusion of the notion of ordinal or wellordering,
which is not prima-facie implicit in our conception of the natural numbers or
arithmetic. In his search for “a more perspicuous system for predicativity”,
Feferman [13] came up with a natural system capturing ramified analysis in
levels less than I'y without presupposing any notion of ordinal at the outset.
Crucial in this system is the fact that arithmetic is treated as a schematic
system with free predicate P and induction in schematic form,

P(0) A (Vo)[P(z) = P(2')] — (Va)P(z),
together with a rule of predicate substitution (Subst),
(Subst) A[P] = A[B/P],

expressing that the whenever we derive a statement A[P] possibly contain-
ing the free predicate P, we also accept all its substitution instances by any
formula B. We note that a crucial feature of schemata as understood here
is their openendedness, i.e. “they are not conceived of as applying to a spe-
cific language whose stock of basic symbols is fixed in advance, but rather
as applicable to any language which one comes to recognize as embodying
meaningful basic notions” (Feferman [15], p. 9).

A general notion of reflective closure of an arbitrary schematic formal system
S was proposed by Feferman in a lecture for a meeting in 1979 on the work
of Kurt Godel, which was only published in 1991, see Feferman [14]. The
basic observation underlying the reflective closure procedure in [14] is that
the informal reasoning about what is implicit in S makes use of a notion of
truth for S, which then leads us to also reason about statements involving
truth and so on. The technical apparatus of the reflective closure is gov-
erned by what has become to be known as the Kripke-Feferman axioms of
partial truth, rooted in Kripke’s semantic theory of truth, see Kripke [29]
and the article of Cantini, Fujimoto, and Halbach in this volume. The main
result obtained in Feferman [14] is that the full reflective closure of Peano
arithmetic, Ref*(PA), is proof-theoretically equivalent to predicative analysis
RA_r,, where Ref*(PA) includes a suitable version of the substitution rule

(Subst).

As Feferman writes in [18], the axiomatic theory of truth “as an engine for
the explanation of reflective closure still has an air of artificiality”: It is
at least questionable whether the axioms of truth are exactly as evident as
those of the given system S. Also, the fact that some amount of arithmetic is
presupposed in order to describe the coding machinery is not very pleasing.



Given that a schematic system is formulated using function and predicate
symbols in a given logical language, it is more attractive to expand and
study the operations on individuals and predicates, which are implicit in
the acceptance of S. This led Feferman [15] to his most recent proposal
in the implicitness program, namely the notion of unfolding of an open-
ended schematic system whose main aim is to answer the following question:
Given a schematic system S, which operations and predicates — and which
principles concerning them — ought to be accepted if one has accepted S?.
The notion of unfolding has been applied to non-finitist-arithmetic (Feferman
and Strahm [20]), finitist arithmetic (Feferman and Strahm [21]), feasible
arithmetic (Eberhard and Strahm [9]), and theories of inductive definitions
(Buchholtz [2]). The aim of this paper is to describe the unfolding procedure
in detail and discuss the main results obtained for various schematic formal
systems S.

2 The unfolding of non-finitist arithmetic

The aim of this section is to spell out the unfolding procedure in detail for
the case of non-finitist arithmetic NFA, and state the main results obtained
in Feferman and Strahm [20]. We follow the presentation in Feferman and
Strahm [21].

The schematic system for classical non-finitist arithmetic, NFA, is defined as
follows. Its basic operations on individuals with the constant 0 are successor,
Sc, and predecessor, Pd; the basic logical operations are =, A, and V. It is
given by the following axioms, where we write as usual, ' for Sc(x):

(1) 2" #0
(2) Pd(z') =z
(3) P(0) A (Vx)[P(zx) — P(2)] — (Vx)P(z).

Here P is a free predicate variable, and the intention is to use the induction
scheme (3) in a wider sense than is limited by the basic language of NFA
or any language fixed in advance. Namely, one applies the general rule of
substitution

(Subst) A[P] = A[B/P]

to any formulas A and B that arise in the process of unfolding NFA.



In a first step, we shall describe the unfolding of a schematic system S infor-
mally by stating some general methodological “pre-axioms”. Then we shall
spell out these axioms in all detail for S being the schematic system NFA.

Underlying the idea of unfolding for arbitrary S are general notions of (par-
tial) operation and predicate, belonging to a universe V' extending the uni-
verse of discourse of S. These have to be thought of as intensional entities,
given by rules of computation and defining properties, respectively. Opera-
tions have to be considered as pre-mathematical in nature and not bound to
any specific mathematical domain. They can apply to other operations as
well as to predicates. Some operations are universal and are naturally self-
applicable as a result, like the identity operation or the pairing operation,
while some are partial and presented to us on specific mathematical domains
only. Operations satisfy the laws of a partial combinatory algebra with pair-
ing, projections, and definition by cases. Predicates are equipped with a
membership relation € to express that given elements satisfy the predicate’s
defining property.

For the formulation of the full unfolding ¢(S) of any given schematic axiom
system S, we have the following axioms.

1. The universe of discourse of S has associated with it an additional unary
relation symbol, Us, and the axioms of S are relativized to Us.

2. Each n-ary function symbol f of S determines an element f* of our
partial combinatory algebra, with f(zi,...,z,) = f*@1...x, on U2
(or the domain of f in case f itself is given as a partial function).

3. Each relation symbol R of S together with Us determines a predicate
R* with R(z1,...,z,) if and only if (xy,...,x,) € R*.

4. Operations on predicates, such as e.g. conjunction, are just special
kinds of operations. Each logical operation [ of S determines a corre-
sponding operation [* on predicates.

5. Sequences of predicates given by an operation f form a new predicate
Join(f), the disjoint union of the predicates from f.

Moreover, the free predicate variables P,(Q),... used in the schematic for-
mulation of S give rise to the crucial rule of substitution (Subst), according
to which we are allowed to substitute any formula B for P in a previously
recognized (i.e. derived) statement A[P] depending on P.

The restriction Uy(S) of U(S) is obtained by dropping the axioms concerning
predicates; Uy(S) is called the operational unfolding of S. Moreover, there
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is a natural intermediate predicate unfolding system U;(S), which is simply
U(S) without the predicate forming operation of Join.

The following spells out in detail the three unfolding systems Uy (S), Ui (S),
and U(S) for S = NFA, the schematic system of non-finitist arithmetic in-
troduced above. We begin with the operational unfolding Uy(NFA). Its lan-
guage is first order, using variables a, b, ¢, f, g, h,u,v,w,z,y,z... (possibly
with subscripts). It includes (i) the constant 0 and the unary function sym-
bols Sc and Pd of NFA, (ii) constants for operations as individuals, namely
sc, pd (successor, predecessor), k,s (combinators), p, po, p1 (pairing and un-
pairing), d, tt, ff (definition by cases, true, false), and e (equality), and (iii)
a binary function symbol - for (partial) term application. Further, we have
(iv) a unary relation symbol | (defined) and a binary relation symbol =
(equality), as well as (v) a unary relation symbol N (natural numbers). In
addition, we have a symbol L for the false proposition. Finally, a stock of
free predicate symbols P, Q, R, ... of finite arities is assumed.?

The terms (r, s, t,...) of Uy(NFA) are inductively generated from the variables
and constants by means of the function symbols Sc, Pd, as well as - for
application. In the following we often abbreviate (s - t) simply as (st), st or
sometimes also s(t); the context will always ensure that no confusion arises.
We further adopt the convention of association to the left so that sys5...s,
stands for (...(sys2)...s,). Further, we put ¢’ := Sc(¢) and 1 := 0. We
define general n-tupling by induction on n > 2 as follows:

(s1,82) := ps1S2, (S1y--ySnt1) := ((S15- -5 Sn), Snt1)-

Moreover, we set (s) := s and () := 0.

The formulas (A, B,C,...) of Uy(NFA) are inductively generated from the
atomic formulas L, s, (s = t), N(s), and P(sy,...,s,) by means of negation
-, conjunction A, and universal quantification V. The remaining logical
connectives and quantifiers are defined as usual by making use of classical
logic.

The sequence notation % and ¢ is used in order to denote finite sequences
of variables and terms, respectively. Moreover, we write t[u] to indicate a
sequence u of free variables possibly appearing in the term ¢; however, t may
contain other variables than those shown by using this bracket notation.
Further, ¢[s] is used to denote the result of simultaneous substitution of the
terms § for the variables @ in the term ¢[u]. The meaning of Alu] and A[5] is

!The constants sc and pd as well as the relation symbol N are used instead of the
symbols Sc*, Pd*, and Uyra mentioned in the informal description above.



understood accordingly. Finally, we shall also use the sequence notation A
in order to denote a finite sequence A = A;, ..., A, of formulas.

Uy(NFA) is based on partial term application. Hence, it is not guaranteed
that terms have a value, and t] is read as “t is defined” or “t has a value”.
Accordingly, the partial equality relation ~ is introduced by

s~t = (slVt]) = (s=1).

Further, we shall use the following abbreviations concerning the predicate N

for the natural numbers (5 = s1,...,5,):
seN = N(s;)A---AN(sp),
(JzeN)A = (Jz)(x € NAA),
(VzeN)A = (Vz)(x € N— A).

The logic of Uy(NFA) is the classical logic of partial terms LPT of Beeson [1],
cf. also Feferman [12]. We recall that LPT embodies strictness axioms saying
that all subterms of a defined compound term are defined as well. Moreover,
if (s = t) holds then both s and ¢ are defined, and s is defined provided N(s)
holds, and similarly for P(s).

The axioms of Uy(NFA) are divided into three groups as follows.
[. Embedding of NFA

(1) The relativization of the axioms of NFA to the predicate N,?
(2) (Vx € N)[Sc(z) = sc(z) A Pd(z) = pd(x)].

[l. Partial combinatory algebra, pairing, definition by cases

(3) k

(4) sabl A sabc ~ ac(bc),

(5) po(a,b) =a A pi(a,b) =0,

(6) dabtt = a A dabff =b.

[1l. Equality on the natural numbers N
(7) (Vx,y € N)[exy =t V exy = ff],

(8) (Vz,y € N)[exy =t <> = =y].

2Note that this relativization also includes axioms such as 0 € N and (Vz € N)(2’ € N).
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Finally, crucial for the formulation of Uy (S) is the predicate substitution rule:
(Subst) A[P] = A[B/P].

Here P = P,,..., P, is a sequence of free predicate symbols possibly ap-
pearing in the formula A[P] and B = By, ..., B,, is a sequence of formulas.
In the conclusion of this rule of inference, A[B/P] denotes the formula A[P]
with each subformula P;(t) replaced by (3%)(t = T A B;[Z]), where the length
of T equals the arity of P,.

We now turn to the full predicate unfolding U(NFA) and its restriction
U, (NFA).

The language of U(NFA) extends the language of Uy(NFA) by additional
constants nat (natural numbers), eq (equality), prp (free predicate P), inv
(inverse image), neg (negation), conj (conjunction), un (universal quantifica-
tion), and join (disjoint unions). In addition, we have a new unary relation
symbol II for (codes of) predicates and a binary relation symbol € for ex-
pressing elementhood between individuals and predicates, i.e. satisfaction of
those predicates by the given individuals. The terms of U(NFA) are gener-
ated as before but now taking into account the new constants. The formulas
of U(NFA) extend the formulas of Uy(NFA) by allowing new atomic formulas
of the form TI(¢) and s € ¢.

The axioms of U(NFA) extend those of Uy(NFA), as follows.
[V. Basic axioms about predicates

(9) TI(nat) A (Vx)(x € nat <> N(x)),?
10
11
inv(a, f)) A (Vz)(x € inv(a, f) < fz € a),

13 neg(a)) A (Vz)(z € neg(a) <> x ¢ a),

)

)

)
12) T1(a) (
) () (

) H(a) ATI(b) — II(conj(a, b)) A (Vz)(z € conj(a,b) <+ & € a Az € b),
15) Tl(a) (

Join axiom

(
(
(
(
(14
(
\
(

16) (Vx € N)II(fz) — I(join(f)) A (Vz)(z € join(f) <> J[f,x]),

30bserve that nat is alternatively definable from the remaining predicate axioms by
x € nat & (Fy € N)(z = y).



where J[f,u] expresses that u is an element of the disjoint union of f over
N, i.e.
JIfou] = By e N)32)(u = (y,2) Az € fy).

In addition, U(NFA) contains the substitution rule (Subst), i.e. the rule
A[P] = A[B/P], where now B denote arbitrary formulas in the language
of U(NFA), but A[P] is required to be a formula in the language of Uy (NFA).
This last restriction is due to the fact that predicates in general depend on
the predicate parameters P. Finally, we obtain an intermediate predicate un-
folding system U, (NFA) by omitting axiom (16), i.e., U; (NFA) is just U(NFA)
without the Join predicate.

To state the proof-theoretic strength of the three unfolding systems Uy (NFA),
U (NFA), and U(NFA), as usual we let RA., denote the system of ramified
analysis in levels less than «. In addition, 'y is the so-called Feferman-
Schiitte ordinal, which was identified in the early sixties as the limiting num-
ber of predicative provability. As in Feferman and Strahm [20] we obtain
the following proof-theoretic equivalences. In particular, the full unfolding
of non-finitist arithmetic is equivalent to predicative analysis.

Theorem 1 We have the following proof-theoretic equivalences:
1. Uy(NFA) = PA.
2. Uy(NFA) = RA_,,.
3. U(NFA) = RA_r,.

In each case we have conservation with respect to arithmetic statements of
the system on the left over the system on the right.

Let us give a few indications with respect to the proofs of these equivalences.
In order to show that Uy(NFA) contains PA, one first shows by using the
canonical fixed point operator of the underlying partial combinatory algebra
that each primitive recursive function F' can be represented by a term tp in
the language of Uy(NFA). Then one needs to show that these terms are well-
typed on the natural numbers N, namely that ¢z(Z) € N for each () € N:
here one uses induction which follows by one application of the substitution
rule to axiom (3) of NFA. A further application of (Subst) thus shows that
the usual formulation of PA is directly contained in the operational unfolding
Us(NFA) of NFA. Indeed, Uy(NFA) does not go beyond PA, as is seen be
formalizing its standard recursion-theoretic model in PA see e.g. [20].

The full unfolding of NFA, U/ (NFA), derives the schema of transfinite induction
along each initial segment of the Feferman-Schuiitte ordinal I'y;: Whenever
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we can derive in U(NFA) transfinite induction TI(<, P) along a primitive
recursive ordering <, then we may substitute for P any formula and thus
derive the existence of the predicate corresponding to the hyperarithmetic
hierarchy along <, relative to any initial predicate p. Thus, using standard
arguments from predicative wellordering proofs, whenever U(NFA) derives
transfinite induction up to «, it also does so up to a0, hence the lower
bound I'yg. This bound is sharp according to Feferman and Strahm [20], see
also Strahm [33].

Recall that in the intermediate unfolding U (NFA), the join principle is not
available. We can still justify finite levels of the ramified analytical hierarchy,
corresponding to the proof-theoretic ordinal ¢20, which is also the ordinal of
the subsystem of second order arithmetic based on arithmetic comprehension
and the bar rule, see Rathjen [30]. Indeed, in U;(NFA), each application of
the substitution rule lets us step from « to &,.

Let us close this section by mentioning that the original formulation of un-
folding in Feferman [15] made use of a background theory of typed operations
with general Least Fixed Point operator. The present formulation is a sim-
plification of this approach. The upper bound computation in Feferman and
Strahm [20] was done for this original formulation; it is worth mentioning
that the proof-theoretic analysis of the unfolding of NFA in the present for-
mulation is somewhat simpler and more elegant, since leastness for the fixed
point operator is not present. A further difference is that predicates in the
original formulation of unfolding were modeled as propositional functions
using a truth predicate.

3 The unfolding of finitist arithmetic

In this section we describe the unfolding of two schematic systems for finitist
arithmetic, namely FA and FA plus a form of the Bar rule BR. The main
results are that all three unfolding systems for FA are equivalent to Primi-
tive Recursive Arithmetic PRA, while the three unfoldings of FA + BR reach
precisely the strength of Peano arithmetic PA. These two characterizations
of finitism are in accord with two prominent views about the limits of finitist
reasoning due to Tait [35] and Kreisel [27]. In the sequel we follow Feferman
and Strahm [21].

The logical operations of the basic schematic system FA of finitist arithmetic
are restricted to A, V, and J. In order to reason from such statements to new
such statements given the above restriction of the logical operations of FA, we
make use of a sequent formulation of our calculus, i.e. the statements proved

10



are sequents X of the form I' — A, where T" is a finite sequence (possibly
empty) of formulas, and A may also be the false proposition L. Moreover,
induction must now be given as a rule of inference involving such sequents.
Accordingly, the basic axioms and rules of FA are as follows:

(1) /=0 — L
(2) Pd(2') =z

I - P(0) T,P(z) = P

(3) ' - P(x)

The substitution rule (Subst) may now generalized to incorporate sequent
inference rules; the corresponding (meta) rule is called (Subst’) and will be
spelled out in detail below.

Let us begin by describing the operational unfolding Uy(FA) of finitist arith-
metic FA. That system tells us which operations from and to natural num-
bers, and which principles concerning them, ought to be accepted if we have
accepted FA. It is seen that Skolem’s system PRA of primitive recursive
arithmetic is contained in Uy(FA). Indeed, the operational and even the full
unfolding of finitist arithmetic do not go beyond PRA.

Large parts of the unfolding systems for FA and NFA are identical. Therefore,
we shall confine ourselves in the sequel to mentioning the main differences in
the specification of the unfolding systems for FA, beginning with its opera-
tional unfolding.

The terms of Uy(FA) are the same as the terms of Uy(NFA). Recall that FA
is based on the logical operations A, V, and 3. Accordingly, the formulas
of Uy(FA) are generated from the atomic formulas L, s|, (s =t), N(s), and
P(5) by means of A, V, and 3; here P denotes an arbitrary free predicate
variable of appropriate arity.

The underlying calculus of Uy(FA) is a Gentzen-type sequent system based
on sequents of the form I' — A for I' being a finite sequence of formulas
in the language of Uy(FA). In case I' is empty, we shall write A for — A.
The logical axioms and rules of inference are the standard ones: apart from
identity axioms, rules for L, cut and structural rules, these include the usual
Gentzen-type rules for A and V as well as introduction of 3 on the left and
on the right in the form

I — A[t] At I, Aju] - B
I' = (Fz)A[z])’ I, (3z)A[z] — B

(u fresh)
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Note that quantifiers range over defined objects only. Moreover, defined
terms can be substituted for free variables according to the following rule of
inference; here I'[t] stands for the sequence (B[t] : Blu] € T').

Iu] — Alu]
L't], tl — Alt]

Finally, the equality and strictness axioms of our underlying logic of partial
terms are given a Gentzen-style formulation in the obvious way.

The non-logical axioms and rules of Uy(FA) include the relativization of the
axioms and rules of FA to the predicate N in the expected manner, as well as
suitable formulations of the axioms (2)—(8) of Uy(NFA). We shall not spell
out these axioms again, but instead give an example how to reformulate
axiom (4) about the s combinator in our new setting. This now breaks into
the following two axioms,

sabl and sabel V ac(be)l — sabe = ac(be).

What is still missing in Uy(FA) is a suitable version of the substitution rule
(Subst), which is central to all unfolding systems. In order to fit this into
our Gentzen-style setting, (Subst) has to be formulated in a somewhat more
general form. For that purpose, we let X, 3,3, ... range over sequents in
the language of Uy(FA). A rule of inference for such sequents has the general

form
Elaz27"'72n

Z )
which we simply abbreviate by >1,%5,...,%, = X in the sequel; we also
allow n to be 0, i.e. rules with an empty list of premises are possible. As usual
we call a rule of inference >, %, ...,%, = ¥ derivable from a collection of

axioms and rules 7 (all in Gentzen-style), if the sequent X is derivable from
TU{Z,%,..., 5.}

In the following P = P, ..., P, denotes a finite sequence of free predicate
symbols of finite arity and B = By,..., B,, a corresponding sequence of
formulas in the language of Uy(FA). If 3[P] is a sequent possibly containing
the free predicates P, then as above Y[B/P] denotes the sequent X[P] with
cach subformula of the form P;(t) replaced by (3z)(t = & A B[z]), where the

length of = is equal to the arity of P;.

We are now ready to state our (meta) substitution rule (Subst’). Its meaning
is as follows: whenever the axioms and rules of inference at hand allow us to
show that the rule 1, >, ..., %, = X is derivable, then we can adjoin each
of its substitution instances ¥,[B/P], Xo[B/P),...,%,[B/P] = X[B/P] as
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a new rule of inference to Uy(FA), for B;[Z] being formulas in the language of
Uy (FA).* Symbolically,

2,5, 0, = D
>\[B/P], %|B/Pl,...,%,[B/P| = S|B/P]

(Subst’)

It is not difficult to see that the primitive recursive functions can be intro-
duced and proved total in Uy(FA). Indeed, the argument described in the
previous section is readily seen to be formalizable in Uy(FA), since induc-
tion on N is available for equations and formulas of the form ¢(z) € N. Thus,
Primitive Recursive Arithmetic is interpretable in Uy (FA), see [21] for details.

The full unfolding U(FA) of finitist arithmetic FA is an extension of the
operational unfolding Uy(FA) and is used, in addition, to answer the question
of which operations on and to predicates, and which principles concerning
them, are to be accepted if one has accepted FA. We shall see that U(FA)
does not go beyond primitive recursive arithmetic PRA in proof-theoretic
strength.

The language of U (FA) is an extension of the language of Uy(FA). It includes,
in addition, the constants nat (natural numbers), eq (equality), prp (free
predicate P), inv (inverse image), conj (conjunction), disj (disjunction), (3)
(existential quantification), and join (disjoint unions). Moreover, as above,
we have a new unary relation symbol II for (codes of) predicates and a binary
relation symbol € for the elementhood relation. The terms of U(FA) are built
as before. The formulas of U(FA) extend the formulas of Uy(FA) by allowing
the new atomic formulas TI(¢) and s € t.

The axioms of U(FA) extend those of Uy(FA). In addition, we have the
obvious defining axioms for the basic predicates of U(FA). These include
straightforward reformulations using sequents of the axioms (9)-(12) and
(14) of U(NFA) as well as the expected axiom about existentially quantified

40bserve that derivability of rules is a dynamic process as we unfold FA. In particular,
new rules of inference obtained by (Subst’) allow us to establish new derivable rules, to
which in turn we can apply (Subst’). In particular, the usual rule of induction

I' - A[0] T,ueN, Afu] — Alu]
I'LveN — Al

is an immediate consequence of (Subst’) applied to rule (3) of FA. Moreover, the substi-
tution rule in its usual form as stated in Section 2,

(Subst) E[EB“/D]P]

is readily seen to be an admissible rule of inference of Uy (FA).
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predicates; see Feferman and Strahm [21]. Further, axiom (16) of U(NFA)
concerning join is now stated in terms of suitable inference rules; this is due to

the absence of universal quantification in the framework of finitist arithmetic,
see [21] for details.

Finally, U(FA) of course also includes the substitution rule (Subst’) which
we have spelled out for Uy(FA). The formulas B to be substituted for P are
now in the language of U(FA); the rule in the premise of (Subst’), however,
is required to be in the language of Uy(FA). This last restriction is imposed
as before since predicates may depend on the free relation symbols P. The
intermediate unfolding system U;(FA) for FA is obtained by dropping the
rules about join.

It is shown in Feferman and Strahm [21] that all three unfolding systems
for FA do not go beyond PRA in strength. This is obtained via a suitable
recursion-theoretic interpretation into the subsystem ¥;-1A of PA with induc-
tion on the natural numbers restricted to ¥; formulas; the latter system is
known to be a Il; conservative extension of PRA by the well-known Mints-
Parsons-Takeuti theorem, see Sieg [32] for a simple proof. The embedding
essentially models the applicative axioms by means of partial recursive func-
tion application and the predicates by >; definable properties, where some
special attention is required in order to validate the generalized substitution
rule (Subst’). Thus we can summarize:

Theorem 2 Uy(FA), U;(FA) and U(FA) are all proof-theoretically equivalent

to primitive recursive arithmetic PRA.

In the remainder of this section we shall discuss an extension of FA by a Bar
Rule BR and, correspondingly, three unfolding systems of FA 4+ BR, all of
strength Peano arithmetic.

Informally speaking, the Bar Rule BR says that if < is a partial ordering
provably satisfying NDS(=<) (no infinite descending sequence property for <)
then the principle TI(<, P) of transfinite induction on < holds for arbitrary
predicates P. It is sufficient to restrict this to provably decidable linear
orderings < in the natural numbers, with 0 as least element. But further
restrictions have to be made in order to fit a version of BR to the language of
FA. First of all, the statement that a given function f on N is descending in
the < relation, as long as it is not 0, is universal, so cannot be expressed as a
formula of our language. Instead, we add a new function constant symbol f
interpreted as an arbitrary (or “anonymous”) function, and require that we
establish a rule, NDS(<,f), that allows us to infer from the hypotheses that
f: N — N and that f(u') < f(u) as long as f(u) # 0 ("u’ a free variable) the

14



conclusion (Jz € N)(f(z) = 0). In addition, we must modify TI(<, P), since
its standard formulation for a unary predicate P is of the form:

(Vx)[(Vu < ) P(u) — P(z)] = (Vz)P(x).
Again, the idea is to treat this as a rule of the form:
from (Vu)lu <z — P(u)] = P(z) infer P(z).

But we still need an additional step to reformulate the hypothesis of this rule
in the language of FA. For atomic A, B write A D B for (mAV B). Then the
hypothesis is implied by

[ty <x D P(ty)] A+ Altm <2 D P(ty,)] — P(z),
where the ¢; are terms that have been proved to be defined. Now it may

be that we cannot prove that ¢;] until we know that certain of its subterms
S1,...,5, are defined and satisfy

[s1 <2 D P(s1)] A Al(sp <2 D P(sn)],

and so on. Indeed, as we shall see, that is necessary to establish closure under
nested recursion on the < ordering. This leads to the precise statement of
BR in the language of FA augmented by a new function symbol f as follows.?

The rule NDS(f, <) says that for each possibly infinite descending chain f
w.r.t. < there is an x such that fz = 0. Formally, it is given as follows:

u€eN — fu €N,
ueN, fu#0 — f(u) < fu,
ueN, fu=0 — f(u')=0
(3z € N)(fz = 0)
Next, the bar rule BR is spelled out in detail for the case of nesting level two

and a predicate with one parameter. The general case for nesting of arbitrary
level and number of parameters is analogous.

Let s" = s7,...,s" and sP = s¥,...,s? be sequences of terms of length n,
and let ¢ =7, ... t' and t? =}, ...t be sequences of terms of length m.
The superscripts 't” and 'p’ stand for recursion and parameter, respectively.

The bar rule BR now reads as follows. Whenever we have derived the four
premises

°In the formulation of the rules below we use a binary relation < whose characteristic
function is given by a closed term t~ for which Uy(FA) proves t< : N> — {0,1}. We
write < y instead of tsxy = 0 and further assume that < is a linear ordering with least
element 0, provably in Uy(FA).
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(1) NDS(f, <)
(2) z,ye N - s"e NAsP €N

17 %

(3) z,y € N, A[st <x D P(s],s?)] = t" e NAtP €N

1777

(4) z,y €N, /\[sf < x D P(s],s))], NIt <2 D P(t},t5)] — P(x,y)

we can infer z,y € N = P(x,y).°

The new unfolding system Uy(FA + BR) is the extension of Uy(FA) by this
rule.

One of the crucial observations is that whenever we have derived NDS(f, <)
in Uy(FA + BR), for a specific ordering <, then we can use the bar rule BR in
order to justify function definitions by nested recursion along <, see Feferman
and Strahm [21] for details.

Theorem 3 Assume that NDS(f, <) is derivable in Uy(FA + BR). Then
Uy (FA + BR) justifies nested recursion along <.

In the following let us assume that for each ordinal o < g9 we have a standard
primitive recursive wellordering <, of ordertype a. Further, let us write
NDS(f, ) for NDS(f, <,). The crucial ingredient of the argument to show
that Uy(FA + BR) derives NDS(f, «) for each v < g is the famous result by
Tait [34] that nested recursion on wa entails ordinary recursion on w® or,
more useful in our setting, nested recursion on wa entails NDS(f, w®).

Theorem 4 Provably in Uy(FA + BR), nested recursion along wa entails
NDS(f, w?).

Clearly, Uy(FA + BR) proves NDS(f,w2) and hence we have nested recursion
along w2, which in turn entails NDS(f, w?); further, nested recursion on w?
gives us NDS(f,w*”) and thus nested recursion along w* = w(w*). Then we
can derive NDS(f,w*”) and so on.

The upshot is that Uy(FA + BR) derives NDS(f, w,,) for each natural number
n, where as usual we set wy = w and w, 11 = wW*".

Corollary 5 We have for each a < €y that Uy(FA + BR) derives NDS(f, cv).

It is not difficult to see that this lower bound is sharp, see Feferman and
Strahm [21].

6In the formulation of this rule, we have used the shorthand r < 2 O A for the formula
turz =1V A.
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Corollary 6 U,(FA + BR) is proof-theoretically equivalent to Peano arith-
metic PA.

Even the full unfolding system with bar rule, U (FA+BR), does not go beyond
Peano arithmetic in strength.

Theorem 7 Uy(FA + BR), U;(FA + BR), and U(FA + BR) are all proof-
theoretically equivalent to Peano arithmetic PA.

4 The unfolding of feasible arithmetic

The aim of this section is to discuss the concept of unfolding in the context
of a natural schematic system FEA for feasible arithmetic. We shall sketch
various unfoldings of FEA and indicate their relationship to weak systems of
explicit mathematics and partial truth. We follow Eberhard and Strahm [9].

Let us first introduce the basic schematic system FEA of feasible arithmetic.
Its intended universe of discourse is the set W = {0, 1}* of finite binary words
and its basic operations and relations include the binary successors Sy and Sy,
the predecessor Pd, the initial subword relation C, word concatenation ® as
well as word multiplication X.” The logical operations of FEA are conjunction
(M), disjunction (V), and bounded existential quantification (3=). As in the
case of finitist arithmetic FA, the statements proved in FEA are sequents of
formulas in the given language, i.e. implication is allowed at the outermost
level.

The language of FEA contains a countably infinite supply «, 3,7, ... of vari-
ables (possibly with subscripts). These variables are interpreted as ranging
over the set of binary words W. We have a constant € for the empty word,
three unary function symbols Sy, Sy, Pd and three binary function symbols
®, X, C.8 Terms are defined as usual and are denoted by o, 7, . ... Further,
there is the binary predicate symbol = for equality, and an infinite supply
P.Q,... of free predicate letters.

The atomic formulas of FEA are of the form (¢ = 7) and P(oy,...,0,).
The formulas are closed under A and V as well as under bounded existential
quantification. In particular, if A is formula, then (o < 7)A is formula as
well, where 7 is not allowed to contain «. Further, as usual for theories of
words, we use 0 < 7 as an abbreviation for 1 X o C 1 X 7, thus expressing

"Given two words w; and wsq, the word w, M ws denotes the length of ws fold concate-
nation of w; with itself.

8We assume that C defines the characteristic function of the initial subword relation.
Further, we employ infix notation for these binary function symbols.
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that the length of o is less than or equal to the length of 7. As before, we
use @, g, and A to denote finite sequences of variables, terms, and formulas,
respectively.

FEA is formulated as a system of sequents X of the form I' — A, where
[' is a finite sequence of formulas and A is a formula. Hence, we have the
usual Gentzen-type logical axioms and rules of inference for our underlying
restricted language, see Eberhard and Strahm [9]. The non-logical axioms
of FEA state the usual defining equations for the function symbols of the
language L, see, e.g., Ferreria [22] for similar axioms. Finally, we have the
schematic induction rule formulated for a free predicate P as follows:

I' - Ple) T,Pla)— P(Si(a)) (:1=0,1)
I'—» P(a)

In the various unfolding systems of FEA introduced below, we shall be able to
substitute an arbitrary formula for an arbitrary free predicate letter P. Let
us now quickly review the operational unfolding Uy(FEA) of FEA. Tt tells us
which operations from and to individuals, and which principles concerning
them, ought to be accepted if one has accepted FEA.

In the operational unfolding, we make these commitments explicit by extend-
ing FEA by a partial combinatory algebra. Since it represents any recursion
principle and thus any recursive function by suitable terms, it is expressive
enough to reflect any ontological commitment we want to reason about. Us-
ing the notion of provable totality, we single out those functions and recursion
principles we are actually committed to by accepting FEA.

The language of Uy(FEA) is an expansion of the language of FEA including
new constants k, s, p, po, p1, d, tt, ff, e, € so, s1, pd, cc, *, X, and an
additional countably infinite set of variables xg, z1,....° The new variables
are supposed to range over the universe of operations and are usually denoted
by a,b,c,z,y,z,.... The terms (r,s,t,...) are inductively generated from
variables and constants by means of the function symbols of FEA and the
application operator -. We use the usual abbreviations for applicative terms
as before. We have (s = t), s} and P(S) as atoms. The formulas (A, B,C,...)
are built from the atoms as before using V, A and the bounded existential
quantifier, where as above the bounding term is a term of FEA not containing
the bound variable. Finally, we write s < 7 for (38 < 7)(s = 3).1°

9These variables are syntactically different from the FEA variables oy, a1, . . ..

10Tt is important to note that we do not have a predicate W for binary words in our
language, since this would allow us to introduce (hidden) unbounded existential quantifiers
via formulas of the form W(¢). Thus it is necessary to have two separate sets of variables
for words and operations, respectively.
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The axioms and rules of Uy (FEA) are now spelled out in the expected manner,
see Eberhard and Strahm [9] for details. In particular, Uy(FEA) includes the
(meta) substitution rule (Subst’). Next we want to show that the polynomial
time computable functions can be proved to be total in Uy(FEA). We call a
function F': W"* — W provably total in a given axiomatic system, if there
exists a closed term tp such that (i) tp defines F' pointwise, i.e. on each
standard word, and, moreover, (ii) there is a FEA term 7oy, ..., a,] such
that the assertion

tr(ag, ... an) < Tlag, ..., o]

is provable in the underlying system. Thus, in a nutshell, F' is provably total
iff it is provably and uniformly bounded.

We use Cobham’s characterization of the polynomial time computable func-
tions (cf. [5, 4]): starting off from the initial functions of FEA and arbitrary
projections, the polynomial time computable functions can be generated by
closing under composition and bounded recursion. In order to show closure
under bounded recursion, assume that F' is defined by bounded recursion
with initial function G and step function H; (i = 0, 1), where 7 is the cor-
responding bounding polynomial.'* By the induction hypothesis, G and H;
are provably total via suitable terms t¢ and ¢y,. Using the recursion or fixed
point theorem of the partial combinatory algebra, we find a term ¢ which
provably in Uy(FEA) satisfies the following recursion equations for ¢ = 0, 1:

tr(a,e) ~ tg(a) | 7]a, €,

tF(d7si(ﬁ)) = tHi(tF(d76)7@75) ‘ T[O_é’si(ﬁ)}

Here | is the usual truncation operation such that «|f is o if @« < 5 and S
otherwise. Now fix @ and let A[f] be the formula tr(a, ) < 7]a, 8] and
simply show A[f] by induction on f. Thus F is provably total in Uy(FEA).

Next we shall describe the full predicate unfolding U(FEA) of FEA. It tells
us, in addition, which predicates and operations on predicates ought to be
accepted if one has accepted FEA. By accepting FEA one implicitly accepts
an equality predicate and operations on predicates corresponding to the log-
ical operations of FEA. Finally, we may accept the principle of forming the
predicate for the disjoint union of a (bounded) sequence of predicates given
by an operation.

1We can assume that only functions built from concatenation and multiplication are
permissible bounds for the recursion.

12Recall that by expanding the definition of the < relation, the formula A[3] stands for
the assertion (Iy < 7{a, 8])(tr(a, B) = 7).
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The language of U(FEA) is an extension of the language of Uy(FEA) by new
individual constants id (identity), inv (inverse image), con (conjunction), dis
(disjunction), leq (bounded existential quantifier), and j (bounded disjoint
unions); further new constants are of the form prp as combinatorial represen-
tations of free predicates. Finally, we have a new unary relation symbol II
in order to single out the predicates we are committed to as well as a binary
relation symbol € for elementhood of individuals in predicates. The terms
are generated as before but now taking into account the new constants. The
formulas of U(FEA) extend the formulas of Uy(FEA) by allowing new atomic
formulas of the form II(¢) and s € ¢.

The axioms of U(FEA) extend those of Uy(FEA) by the expected axioms
about predicates, see Eberhard and Strahm [9] for details. Further, the
full unfolding U(FEA) includes axioms stating that a bounded sequence of
predicates determines the predicate of the disjoint union of this sequence.
We use a set of three inference rules to express the join principle, see [9] for
details. The rules of inference of Uy(FEA) are also available in U (FEA). In
particular, U(FEA) contains the generalized substitution rule (Subst’): the
formulas B to be substituted for P are now in the language of U(FEA); as
above the rule in the premise of (Subst’), however, is required to be in the
language Uy (FEA). This concludes the description of the predicate unfolding
U(FEA) of FEA. We shall turn to its proof-theoretic strength at the end of
this section.

Let us next discuss an alternative way to define the full unfolding of FEA.
The truth unfolding U+ (FEA) of FEA makes use of a truth predicate T which
reflects the logical operations of FEA in a natural and direct way. We shall see
that the full predicate unfolding U (FEA) is directly contained in Uy (FEA).

As before, we want to make the commitment to the logical operations of
FEA explicit. This is done by introducing a truth predicate for which truth
biconditionals defining the truth conditions of the logical operations hold.
The axiomatization of the truth predicate relies on a coding mechanism for
formulas. In the applicative framework, this is achieved in a very natural
way by using new constants designating the logical operations of FEA. The
language of Ut (FEA) extends the one of Uy(FEA) by new individual constants
=, A, V, 3, as well as constants of the form prp. In addition, It includes a
new unary relation symbol T. The terms and formulas are defined in the
expected manner. Moreover, we shall use infix notation for =, A and V.

The axioms of Ut (FEA) extend those of Uy(FEA) by the following axioms

13Recall that in Feferman’s original definition of unfolding in [15], a truth predicate is
used in order to describe the full unfolding of a schematic system.

20



about the truth predicate T:

(=) Tx=y) < z=y

(A) T(xAy) < T(@)AT(y)
(V) TxVvy <« T@)VT(y)
(3) T(3oz) <« (3B<a)T(xp)
(prp) T(prp(2)) & P(T)

The generalized substitution rule (Subst’) can be stated in a somewhat more
general form for Uy (FEA), see Eberhard and Strahm [9] for a detailed discus-
sion. It is easy to see that the full predicate unfolding U (FEA) is contained
in the truth unfolding Ut (FEA). The argument proceeds along the same
line as the embedding of weak explicit mathematics into theories of truth in

Eberhard and Strahm [8].

In Eberhard and Strahm [9] it is shown how to determine a suitable upper
bound for U (FEA) and U+ (FEA) thus showing that their provably total func-
tions are indeed computable in polynomial time. There one proceeds via the
weak truth theory Tpt introduced in Eberhard and Strahm [8] and Eberhard
[6, 7], whose detailed and very involved proof-theoretic analysis is carried out
in [7]. Thus we have:

Theorem 8 The provably total functions of Uy(FEA), U(FEA), and U+(FEA)
are exactly the polynomial time computable functions.

5 The unfolding of one inductive definition

Our last example for illustrating the unfolding program stems from a natural
schematic system for arithmetical inductive definitions. We shall see that
its unfolding corresponds to a generalization W(I'q, 1) of T'g, which we shall
describe below. The main result of this section is due to Buchholtz [2].

Let ID; be the usual system for one inductive definitions. In order to formu-
late it in schematic form as an extension of NFA, we have a new predicate
constant P4 for each arithmetical operator form A[P, x| in which P occurs
only positively. Then we obtain a schematic version of ID; as follows, with
P denoting a free predicate variable:

(1) (Va)(A[Pa, x] = Pa(x))
(2) (Va)(A[P, 2] = P(z)) — (Vr)(Pa(z) = P(z)).
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The full unfolding U(ID;) of ID; is now defined according to the procedure
described in detail for the case of NFA, with the only exception that the
join axiom is formulated in a somewhat more general form: the family of
predicates to which the join operation is applied, is not restricted to be
indexed by the natural numbers N but by an arbitrary predicate p.

In order to describe the result about the strength of U(ID;) obtained in
Buchholtz’s thesis [2], let us review some basic ordinal theory needed to
calibrate the proof-theoretic ordinal of U(ID;). Let € stand for ;. Then the
sets Bq(a) and ordinals Wq () are defined recursively as follows: Bq(«) is the
closure of {0, 2} under +, the binary Veblen function ¢, and (§ — Y (€))e<a;
moreover,

Ug(a) >min{é < Q: & ¢ Bla)}.

It is seen that U («) is always defined and, hence, denotes an ordinal smaller
than . Finally, let I'q,; be the least I' number beyond €2. In the follow-
ing, we are interested in the ordinal W (I'gyq), which we simply denote by
U(T'qy1). The main result of Buchholtz’ thesis is the following

Theorem 9 The proof-theoretic ordinal of U(IDy) is U (Tgyq).

More recently, a number of natural systems have been identified whose proof-
theoretic ordinal is W(I'gy1), see Buchholtz, Jéger, and Strahm [3]. Basi-
cally, those systems arise from natural systems of second order arithmetic of
strength I'y by allowing one generalized inductive definition at the bottom
level, resulting in analogues of Al comprehension, 3{ choice and depen-
dent choice, always with substitution rule, as well as Friedman’s arithmetical
transfinite recursion.

6 Concluding remarks

One of the motivations in Feferman [15] for studying the unfolding of a
schematic system S was to explicate some ideas that were initiated by Godel
regarding axioms for hierarchies of inaccessible and Mahlo cardinals. Godel
[24], p. 182 writes that “these axioms show clearly, not only that the ax-
iomatic system of set theory as known today is incomplete, but also that it
can be supplemented without arbitrariness by new axioms which are only
the natural continuation of those set up so far”.

Feferman [15] proposes a number of schematic systems for impredicative and
admissible set theory. He further introduces a schematic reflection principle,
so-called Downward Reflection, expressing that whatever holds in the universe
of sets already holds in arbitrary large transitive sets. This principle entails
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a form of Bernays’ downward second order reflection principle, from which
the existence of hierarchies of Mahlo cardinals follows.

The unfolding systems for set theory mentioned above may also be directly
expressed in the language of Feferman’s operational set theory OST (cf. [16,
25]). We refer the reader to Feferman [18] for a number of interesting con-
jectures regarding various unfoldings of OST.
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