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Abstract—In this paper we present a simple and stateless the broadcast storm makes the one-hop transmissions highly
broadcasting protocol called Dynamic Delayed Broadcasting unreliable. The use of network resources should be minimized
(DDB) which allows locally optimal broadcasting without any — wiout effecting suffers. Interestingly, these objectives are

prior knowledge of the neighborhood. As DDB does not require ft | t Minimizing th b ft .
any transmissions of control messages, it conserves critical OTt€N compiementary. Minimizing the number of transmissions

network resources such as battery power and bandwidth. Local also may help reliability and decrease delay as it alleviates the
optimality is achieved by applying a principle of Dynamic For- broadcast storm.

warding Delay (DFD) which delays the transmissions dynamically |t is impossible, or possible with a prohibitive amount of
and in a completely distributed way at the receiving nodes ensur- o] traffic only, to optimally broadcast a packet network-
ing nodes with a higher probability to reach new nodes transmit ide. F e t inimize th b ft -
first. An optimized performance of DDB over other stateless wiae. For e?(amp € 10 m'lnlmlze 'e'num ero ransmlssllons
protocols is shown by analytical results. Furthermore, simulation Would require to determine the minimal connected dominat-
results show that, unlike stateful broadcasting protocols, the ing set. Thus, most practical broadcast algorithms for ad-
performance of DDB does not suffer in dynamic topologies caused hoc networks try to approach network-wide optimalality by
by mobility and sleep cycles of nodes. These results together with |41y optimal broadcasting of packets. This is commonly
its simplicity and the conservation of network resources, as no hieved by th fi h f hell bet
control message transmissions are required, make DDB especially aC. Ieved by the proactive exchange ot nello messages between
suited for sensor and vehicular ad-hoc networks. neighbors so that nodes are aware of the network topology
in their local neighborhood. However, this statefulness raises
many critical issues such as the proactive use of network
resources for control messages and the scalability in dynamic

|. INTRODUCTION topologies. Another kind of broadcast protocols has also been

Broadcasting is most simply and commonly realized bgroposed. These protocols are stateless and do not require any
flooding whereby nodes broadcasts each received packet xowledge of the neighborhood. They were shown to perform
actly once. Duplicated packets are detected e.g. by the sousdl in specific scenarios but very poorly in others, e.g. for
node ID and a sequence number. Assuming we havevarying node densities and traffic loads.
completely connected network, there may be up to as manyln this paper, we introduce the protocol Dynamic Delayed
transmissions as nodes in the network. Especially in derBepadcasting (DDB). DDB is stateless and completely lo-
networks, flooding generates a large number of redund®alized. Thus, it does not cause any overhead and is highly
transmissions where most of them are not required to deliggalable in dynamic networks. However, it does neither suffer
the packets to all nodes. Nodes in the same area receive fieg the drawbacks of other stateless broadcast algorithms,
packet almost simultaneously so that the timing of the r#hich is achieved by the use of the dynamic forwarding delay
transmissions is highly correlated. This excessive broadcast(®f-D) concept. DFD allows nodes to make locally optimal
causes heavy contention and collisions, commonly referredreéproadcasting decisions. Nodes decide whether to rebroadcast
as thebroadcast storm problemrwhich consumes unneces-2 message based solely on information available at the node
sarily scarce network resources. This may become especid$glf and the information given in the broadcast packet, which
critical in sensor networks where nodes have even more sté¢€ also used to compute a short delay before rebroadcasting
power, communication, and computation constraints. packets by applying a DFD function. The concept of DFD

Two important objectives of any broadcast algorithm in agupports the optimization for different metrics such as the
hoc networks are reliability and optimized resource utilizatiomumber of retransmitting nodes, end-to-end delay, network
Reliability deals with the successful delivery of a packet tifetime, etc. We explicitly propose and evaluate in more
all nodes in the network. Even in a completely connectetetail DDB with two different DFD functions. The first DFD
network, the packet may often not be delivered to all nodégnction aims at reducing the number of overall transmissions
since broadcast packets are normally not acknowledged dadleliver the packet to all nodes in the network. The second

DFD function addresses the problem of power consumption

The work presented in this paper was supported (in part) by the Nationghd aims at extending the network lifetime. We refer to DDB

Competence Center in Research on Mobile Information and Communication i .
Systems (NCCR-MICS), a center supported by the Swiss National ScietW4h one of these two specific DFD functions as DDB 1 and

Foundation under grant number 5005-67322. DDB 2, respectively.
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The remainder of this paper is organized as follows. Aim the OLSR routing protocol as defined in RFC 3626 [7].
overview of related work is given in section Il. We describén [8], the set of forwarders also comprises all one-hop
the details of DDB in section Ill. Analytical and simulationneighbors, which are not covered by at least two other
results are provided in section IV and V. Finally, section Viorwarders. In [9] and [10] the set of forwarders was reduced
concludes the paper. by excluding the one-hop neighbors that were already covered

by the node from which the broadcast packet was received.
1. RELATED WORK In [11], two-hop neighborhood information is piggybacked

Many broadcast protocols have been proposed in order packets and permits to eliminate the two-hop neighbors
ready covered by the last visited node. A special class

cope with the broadcast storm problem and optimize broad:~*"~ hbor-desi q h based d
casting in ad-hoc networks. We first provide a brief taxonom neighbor- esignated approaches are base on cpnnecte
ominating sets, where only nodes of the dominating set

of existing broadcast algorithms for mobile ad-hoc network q ket [12]. 113
In a second step, we discuss some characteristics and encéﬁpl[oa cast a packet [12], [13].

tered problems of broadcasting protocols and summarize théSeIf-pruning approach_edjnlike_ in the neighbor-designat_ed_ .
conclusions from several comparison studies. method, each node decides for itself on a per packet basis if it

should rebroadcast the packet. In [9], a node piggybacks a list
of its one-hop neighbors on each broadcast packet and a node
A. Taxonomy only rebroadcasts the packet if it can cover some additional
Probability-based approachesin [1], each node rebroad- nodes. Several of these approaches are based on (minimal)
casts a message with a certain probabilittand drops the connected dominating sets. As the problem of finding such a
packet with a probability of —p. If the probability to forward set is proven to be NP-hard [14], several distributed heuristics
a packet is 1, this scheme is identical to simple floodingre proposed. [15] proposed an algorithm, which only requires
[1] also proposed a counter-based scheme, where a node-hop neighborhood information. A node belongs to the
only rebroadcasts a message if it has received the messdgminating set, if two unconnected neighbors exist. This
less frequently than a fixed threshold. In [2], the thresholdea was further improved in [16], where the degree of a
is no longer fixed but adapts to the number of neighbonsode was used as primary metric instead of their IDs. The
[3] evaluated probabilistic broadcasting in more depth ammtotocol proposed in [17] also relies on two-hop neighborhood
proposed several extensions to the protocol of [1] based iofiormation and assigns a priority to nodes proportional to the
the obtained results. In [4], the authors proposed to adjusimber of neighbors. Nodes with higher priority rebroadcast
the probability with which a node rebroadcasts a messagepacket first. In [18], it was shown that minimum latency
depending on the distance to the last visited node. The distabeceadcasting is also NP-hard and an algorithm was proposed
between nodes is approximated by comparing the neighhwinere latency and the number of transmissions are bounded
lists. Probability-based schemes were evaluated theoreticddly a factor of the optimal values. To be able to cope more
and by simulations in [5]. efficiently with mobility, [19] proposed to use two different
Location-based approachesn the location-based schemegransmission ranges for the determination of forwarders and
proposed in [1], the forwarding decision is solely based dor the actual broadcast process. In [20], connected dominating
the position of the node itself and the position of the lasets and the concept of planar subgraphs are combined to
visited node as indicated in the packet header. Nodes waitealuce the communication overhead for broadcast message in a
random time and only forward a message if the distance @doe-to-one network model where each transmission is directed
all nodes from which they received the message is larger thamly towards one neighbor. A comprehensive performance
a certain threshold distance value. The random waiting tineemparison of various of these broadcast protocols based on
is required to give nodes sufficient time to receive redundaself-pruning is given in [21].
packets and to avoid simultaneous rebroadcasting at neighbdEnergy-efficient approache&he problem of transmitting a
nodes. Instead of using the distance of nodes as a measurerfessage energy-efficiently to all nodes in the network where
the additional area covered, [1] also proposed an area-basede have adjustable transmission radii was considered in
method, which directly determines the possible covered arsaveral papers. [22] proposed an incremental power algorithm,
from the distances between nodes. In a second scheme, it whgh constructs a tree starting from the source node and adds
proposed to use signal strength to approximate distances. in each step a node not yet included in the tree that can
Neighbor-designated approaches:Neighbor-designated be reached with minimal additional power from one of the
schemes are characterized by the fact that nodes are awartesf nodes. [23] considered the minimum energy broadcasting
their neighborhood. The basic idea in all proposed approachmeblem and proposed a localized protocol, where each node
is that each node selects a set of forwarders among riggiuires only the knowledge of the position of itself and
one-hop neighbors such that the two-hop neighbors ctre neighboring nodes. [24] showed the NP-completeness of
be reached through the forwarders. A node only forwarasinimal power broadcast. Note that energy efficiency is not
packets from the set of neighbors out of which it was selectedcessarily directly related to network lifetime. If the same
as a forwarder thus reducing the total number of transmitteddes always forward packets, broadcasting may be energy-
messages. In multipoint relaying (MPR) as described in [&fficient, but the battery at these nodes deplete quickly. In [25],
all two-hop neighbors should be covered by the selectétk algorithm constructs a static routing tree, which maximizes
one-hop forwarder. MPR is the broadcast mechanism useetwork lifetime by accounting for residual battery energy at
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the nodes. A static tree does not change after the tree has beitrer not be possible to maintain this structure at all or only
setup and, thus, does not really maximize the possible netwavith a prohibitive amount of energy consumption. We may
lifetime, if nodes are mobile and routing can be dynamicallgonclude that stateless protocols would be a preferred choice
adjusted. [26] presented a distributed topology control algfer sensor networks and other ad-hoc networks with dynamic
rithm, which extracts network topologies that increase netwotpology and/or strictly limited resources, if they could achieve
lifetime by reducing the transmission power. A comparison ofearly the same performance of stateful protocols.
several power-efficient broadcast routing algorithms is given The DDB protocol introduced in this paper is stateless and
in [27]. thus has all the aforementioned advantages of stateless pro-
tocols. DDB is not affected by changing topologies and does
not require the proactive transmission of control messages,
which saves scarce network resources such as bandwidth and
The probability- and location-based schemes, as well battery power. Unlike other stateless protocols, DDB allows
simple flooding belong to the category of stateless algorithmsaking locally optimal rebroadcasting decisions by applying
as they do not require any neighbor knowledge. The neighbtiie concept of DFD allowing "better” nodes to rebroadcast
designated, the self-pruning, and the energy-efficient schenfiest and suppress the transmissions of other neighbors. In other
all belong to the stateful protocols. They require at leastateless protocols, the sequence of rebroadcasting neighbors is
knowledge of their one-hop neighbors, sometimes even glolbahdom such that transmissions occur which are not necessary.
network knowledge is required. Comprehensive comparisonOur work is different in the following way from the work
studies were conducted in [28], [3], [21], and [27]. Their maiin [1], which also used location information for designing a
conclusions can be summarized as follows: broadcast algorithm: First, the timing of the rebroadcasting
Stateful broadcast protocols were found to be barely affected DDB is not randomly, but nodes apply the deterministic
by high traffic loads and collisions. However, their perforeoncept of DFD to determine when to forward the packet
mance suffers significantly in highly dynamic networks awhich allows the making of locally optimal rebroadcasting
the frequent topology changes induce an excessive, or ewdstisions without knowledge of the neighborhood. In [1],
prohibitive, amount of control traffic, which occupies a largéocation information is used only to decide whether or not
fraction of the available bandwidth. Furthermore, stateful algte rebroadcast. Second, DDB is designed with a cross-layer
rithms may also never converge and reach a consistent stat@gifspective in mind by coupling the MAC and network layer.
changes occur too frequently. Topology changes can not ofillgis allows taking advantage of information only available
be caused by mobility of the nodes but also by energy saviag the network layer to more optimally schedule packets
mechanisms, where nodes toggle between sleep and activeahe MAC-layer. Third, a common problem of broadcast
modes. Their inability to cope with frequent topology changgsotocols based on fixed parameters values and thresholds,
together with the proactive transmissions of control messages, which also occurs in [1] and other stateless protocols, is
which wastes network resources, make stateful protocols uhat they can hardly adapt to changing network conditions.
suitable for certain kind of ad-hoc networks such as sengbven though we also use a threshold in DDB to determine
and vehicular networks. On the other hand, it was showvhether to rebroadcast a packet, we propose a different for-
that stateless algorithms are almost immune to frequentbarding threshold policy which almost completely eliminates
changing network topologies. Among the stateless schemi drawbacks of fixed parameters. Forth, DDB is less sensitive
the location-based methods performed best overall. The méie local congestion level, which is an immediate consequence
drawbacks of stateless protocols were found to be twofolof the dynamic adjusted rebroadcasting. The motivation and
First, the number of rebroadcasting nodes is disproportionat@lgtification for these changes are discussed in more detail
high in networks with high node density. Secondly, the randobelow and should become evident in the simulation section.
delay introduced at each node before rebroadcasting a packétifth, DDB may be improved to extend the network lifetime by
highly sensitive to the local congestion level. The main reasarcounting also for the battery level of nodes in the forwarding
is that these stateless protocols use fixed parameters, e.g.déw@sion. A further contribution of this report is the energy-
probability- or distance-threshold whether to rebroadcastbased scheme DO which is to the best of our knowledge
packet or not. This makes these algorithms not flexible enougte first completely localized scheme which aims at extending
to cope with a wide range of network scenarios. They aretwork lifetime. Most other energy-efficient protocols aim
highly sensitive to the chosen value and may perform welt reducing the energy to deliver thea broadcast packet to
in some scenarios, and very poorly in others. For examphldl nodes in the network and/or adjust transmission power.
packets may either die out in sparse networks or do nidbwever, this may be complementary to the network lifetime
significantly reduce the number of transmissions in den#emost scenarios [25].
networks for too low and too high parameter values, respec-
tively. Energy-efficient schemes may not be suited for mobile ||| pynaMIC DELAYED BROADCASTING PROTOCOL
networks with frequently changing topologies. They require a (DDB)
large computational and communication overhead to construct )
a power-efficient network structure. The overhead may K ntroduction
beneficial in a static network, where this structure has to beWe assume that nodes are either aware of their absolute
determined only once. In a mobile network however, it mageographical location by means of GPS or virtual coordinates

B. Discussion of Related Work



"OPTIMIZED STATELESS BROADCASTING IN WIRELESS MULTI-HOP NETWORKS” 4

as proposed lately in several papers, e.g. [29]. Many applica-
tions in sensor and vehicular ad-hoc networks already require
per se location information. Thus, this location information

available for free can be used to optimize lower network

operations such as routing and broadcasting. In DDB, the
last broadcasting node stores its current position in the header
of the packet. This is the only external information required @
by other nodes in order to calculate when and whether to
rebroadcast. Location information may not always be available
however. DDB can also operate without location information

and use incoming signal strength to approximate the distance
to other transmitting nodes.

B. DDB 1 for Minimizing the Number or Transmissions

The objective of the first scheme DDB 1 is to minimize the
number of transmissions and at the same time to deliver the (©
packet reliably to all nodes. Nodes that receive the broadcast
packet use the concept of dynamic forwarding delay (DFR)y 1. Example of the broadcast algorithm
to schedule the rebroadcasting and do not forward the packet
immediately. From the position of the last visited node stored

in the packet header and the node’s current position, a node ¢

calculate the estimated additional area that it would cover wiﬂf%'l mf(’ 0.2 |m§ amtjho'?:ﬁs’ respe(;tlvely.thNote th"ﬂbmd@ hich
its transmission. Depending on the size of this additionalr1 S no knowledge that there are two other neighbors whic

covered area, the node introduces a delay before relaying g_lloclated ‘Zt aBbetttzr gosmon, t"e' calculfa:(he a smgllﬁg DFD.
packet, where the delay is longer for a smaller addition milarly, Nodest an are not aware of their neignbors.

area. In this way, nodes that have a higher probability s nodeB introduces the shortest additional delay and conse-
' L ’ : ntly rebroadcasts the packet first aftdrms which is also
reach additional nodes broadcast the packet first. Note t%/{grheard at node andC in Fig. 1(b). Upon the detection of

this is achieved without nodes having knowledge of thelr’. t <sion. thev determi DED d di th
neighborhood. Unlike in stateful broadcast algorithms, (@IS transmission, they determine a new epending on the

"hest’ nodes for rebroadcasting are chosen in a completéﬁmaming additional coverage. Unlike before the transmission
node B, C calculates now a smaller delay th&h Assume

distributed way at the receiving nodes and not at the sendefs.
If a node receives another copy of the same packet amg Ndef andC’ calculate a new DFD di.7ms and0.4ms
nus the0.1 ms they have already delayed the transmission.

did not yet transmit its scheduled packet, i.e. the calculat bnsequently, node' will rebroadcast the packéts ms later
DFD timer did not yet expire, the node recalculates the addi-" " ' )
y P Fig. 1(c) already at timel’ = 0.4ms. Nodes D and

tional coverage of its transmission considering the reviou§ .
g g P receive the packet and calculate the DFD0a&&ms and

received transmissions. As usually done, a node is able ; . :
y |]C ms, respectively. Node received the packet for the first

detect copies of a broadcast packet by their unique sou ; . .
ID and a sequence number. From the remaining additior¥ e only now, but it schedules the rebroadcasting much earlier
' an E. D rebroadcast aftef.2ms while E waits 1.5ms

area, the DFD is recalculated which is reduced by the tintl . . !
inus 0.4 ms passed since the reception of the first copy of

the node already delayed the packet, i.e. the time between . B
reception of the first and the second packet. For the receptf i packet. After nod& transmlts the packetin Fig 1(.d.)’ node
of any additional copy of the packet, the DFD is recalculat drops the packet because it cannot cover any additional area.

likewise. A node does not rebroadcast a packet if the estimate dynz:rr]m;: Ca('f”'?ﬂo? r?nd rechglc#latlont:)f;_rﬁf ?FD aIanys
additional area it can cover with its transmission is less th&youres that nodes that have a higher probability 1o reach new

a rebroadcasting threshojddenoted askRT, which also may tnhelgthbors _tra_nsrr;)lt f'rzt' Asﬂ:hes? nlo?ez ;rle chatﬁd tclosdetrt]o
be zero. Obviously, DDB 1 can "only” take locally optimal € ransmission boundary, the calcuiated detay IS short and the

rebroadcasting decisions as nodes receive only transmissiBi’;’i(‘%ket should be disseminated quickly within the network.

from their immediate one-hop neighbors and thus have noDFD function: The explicit DFD function is crucial to the
knowledge of other more distant nodes which possibly alreagigrformance of DDB 1 and should fulfill certain requirements
partially cover the same area. in order to operate efficiently. The function should yield larger
To illustrate the complete procedure of the algorithnfielays for smaller additional coverage and vice versa, if the
consider the example given in Fig. 1, where we assumeogjective is to minimize the number of transmissions. We
rebroadcasting thresholglI’ = 0. Node A broadcasts a packetassume the unit disk graph as the network model and thus
at time T = 0.0ms. The packet is received at neighborg transmission range scaled to 1.
B, E,C in Fig. 1(a). These nodes determine the size of the Considering Fig. 2, we can determine the size of the
additional area they cover and introduce the additional delaglditionally covered arealC of node B’s transmission if it
accordingly. Let us assume nodg, E,C calculate a DFD is at a distance € [0, 1] from the previous transmitting node
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A as follows. Fig. 3. Delay introduced by the DFD function
1 —d+1
_ . /12 g V1= (z+d?2de _ .
AC(d) =2 a L —atdu 4 1-(z+d)*de area. Analogously, theebroadcasting threshol@ set to some
2 2

signal strength value and a node only transmits a packet if
it has not received any packet at a power level above this

d d threshold. As the attenuation factor is normally not known,
AC(d) = 5\/47d2+2arcsin <) Y

which immediately yields

@) it has to be estimated. The more accurate the estimation of

he attenuation factor is, the better the performance will be.

The size of the additional covered area is maximal if nocIEn advantage of DDB 1 based on signal strength is that it is

B is located just at the boundary of the transmission range of o : . L
node A ie. ifd— 1 less sensitive to non-isotropic transmission ranges. If a node

very close to the transmitting node receives a packet at a very
) L o1 low power level, we may nevertheless assume that it is at the

ACyax = <\/§ T e \
MAX = + boundary of the transmission range, e.g. due to a very high
attenuation factor or a very power limited sender. Furthermore,
Consequently, a node can cover a maximumég% ~ nodes do not need to store their position in the packet header.
61% additional area, which was not yet covered by th€hus, no overhead and external information is required at all.
transmission of other nodes.
Taking into account this maximallCy 4x, We propose C. DDB 2 for Maximizing Network Lifetime

a DFD which is exponential in the size of the additionally The objective of extending the network lifetime can be

gpve{)ed grea,das It was showg n [20], thal;[ exl]i’onem""“@()mplementary to the objective of minimizing the number of
Llstr;lgtz ran orr]n t'mers ?ag re dudge_t e”num er Od reSPONSE hsmissions to reach all nodes [25]. It may be beneficial that
et enote the size of the additionally covered area, I.g,re nodes with a lot of residual battery energy broadcast a

AC € [0,1.91], packet instead of fewer nodes with an almost depleted battery.

2 3

(4%) In scenarios, where the source of the broadcast message is
e—e 1.91 . . . .
Add_Delay = Max_Delay - — (2) almost uniformly distributed over all nodes in the network

e —

or mobility is high and movement patterns are random, we
where Max_Delay is the maximum delay a packet cammay expect that the traffic load is also uniformly distributed
experience at each node. The function is depicted graphicatlyer all nodes, and thus the battery will deplete roughly
in Fig. 3 for aMax_Delay = 1. We see that when nodes haveat the same time at all nodes. However, in many network
a higher AC, the calculated DFD timers are distributed oveenvironments, nodes rarely move and traffic flows are highly
a larger interval, e.gd; for two nodes with 0.2 difference in directed. This especially applies to sensor networks where
the additional coverage. Thus, the probability that a collisicall traffic is normally originating from or directed to one or
occurs at the first transmitting nodes, i.e. the ones close to tadew designated sinks and the mobility is rather low. If a
transmission boundary, is lower. The timers of nodes with ontieterministic algorithm is applied in such a scenario, which
a small AC are closer to each other and e.g. only differ bgoes not take into account the battery level at the nodes,the
d, for the same difference of 0.2 in the additional coverageame nodes will always rebroadcast the packet. Consequently,
However, as they transmit much later, they have receivedme nodes will deplete much quicker than others.
multiple transmission of other nodes and may not require toln this scheme DDB 2, the calculated delay by DFD depends
retransmit at all becauséC < RT. solely on the remaining battery level of a node and does
DDB 1 with signal strength:Location information may not take into account the additionally covered area and the
not always be available. In order to minimize the number aignal strength. They are only used to determine whether
transmissions, nodes can use the incoming signal strengthtasebroadcast a packet, i.e. whether they are smaller than
input to the DFD function instead of the additional covere®7. Nodes with an almost depleted battery schedule the
area. For a higher signal strength, the DFD should calculatbroadcasting of the packet with a large delay whereas nodes
a larger additional delay as we may assume that we avéh a lot of remaining battery power forward the packet
close to the transmitting node, i.e. only cover little additionalmost immediately. Consequently, energy is conserved at
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almost depleted nodes, which increases their lifetime and dimultaneously and may calculate nearly the same additional
turn extends the connectivity of the network. Therefore, wdelay before rebroadcasting. Thus, the packet is handed down
simply adapt the DFD function to favor nodes with a lot ofo the MAC layer at about the same time and both nodes try to
residual battery energy for rebroadcasting of packets. The DBEBnd the packet. The MAC layer is responsible to serialize the
function introduces a small delay for nodes with a lot of battettyvo transmissions. In this situation, a network layer protocol

energy whereas nodes with an almost depleted battery addoamally has no longer influence on the further processing and,

large delay. This is again done similar as in (2). thus, cannot prevent the second "unnecessary” transmission.
DDB should be able to access packets on the MAC layer,

e —ebn more precisely in the queue of the wireless interface, and to

Add_Delay = Maz_Delay - e_1 ®) reprocess them accordingly by either dropping the packets or

. - scheduling their transmission for a later time.
Ep is the remaining battery power of a node as percentageDirectional Antennas:As we have seen in section IlI-B, at

of the total battery capacity. The possible benefit of Suqgast 39% of the transmission range of a node was covered

an tenelrgy—t()ja?ﬁd siherget IS hlgmy depending on th?. M/??% previous transmissions, often much more. Consequently, a
protocol an € ratio between the energy consumption S nsmission with an omnidirectional antenna radiates a lot

sending/_receiving/idle listening. If idle listening CONSUMES & hower unnecessarily into directions where no additional
substantial amount of energy compared to actual sending ga can be covered. Directional antennas may mitigate this

or S?”d'*’.g’reF?e_'V'”g consume substantial more energy tr]ﬁnsome specific directions. In sensor networks, a request is
!dle I_|sten|_ng,_ itis essential that the task of forw_art_jmg packe%m into the network to collect some data from a specific
IS f‘.i'”y dlstrlputed_among the nod_es to maximize networ, gion, thus, nodes distant from the target region broadcast
lifetime even if traffic flows are spatially constant. the packet only to nodes in the corresponding direction and
o not to all neighbors. DDB could be further improved, if nodes
D. Optimizations are equipped with directional antennas. Implementing DDB
"First Always” Forwarding Policy: A common problem of with directional antennas and a comparison with broadcast
broadcast protocols based on fixed parameters is that they @n@ocols, which make use of directional antennas [31], [32],
not able to cope with varying network conditions such as nofi&3], [34], are outside of the scope of this paper and left for
density and traffic load [3]. DDB also uses a rebroadcastifigture work.
threshold and thus would be susceptible to the same problem.
A minor modification to the forwarding policy eliminates the IV. ANALYTICAL ASSESSMENT

roblem almost completely. Nodes always forward a packet, . "
P P y y b We want to calculate the expected size of the additional

which is received exactly ondadependentf the additional AC that i db de’s t ission if
coverage, i.e. even lC' < RT. That means that the rebroad2¢2 at1s covered by a nodes transmission it we use

casting threshold is only applied from the second receincP B é Incithattc?hse, thekn:)c:_estt?at cpv'er.a Ia;[]ger addtl)tlonafl
packet onwards. Especially in sparse networks, even a ndlj&d Pdroadcast the packet Tirst 1o minimize the numbuer o

with only very little additional area, may still be the only Onﬁns&nlsstlong. V\Il_e atisumel alga:_m a transmlss?nt;‘ad:_}s IOf L
to connect to other nodes and serve as the bridge to of prder to simplify the calculation, we compute the Taylor

r- . " e
node clusters. With this "first always” forwarding policy Ofserle:?‘tr(]axpansu)tnt oftrt‘he ad-dlglznaéco:/(tat:&gé(fi)t%s givenin
DDB, the packet will almost always be forwarded in sucht) With respect to the variablé about the point 0.
scenarios thus reducing the risk of packets dying out. At the T 1 N

same time there is only a small increase in the number of AC(d) =d gd +toddt 24 +o2d )
“unnecessary” transmissions compared to the case when ¢ x, < [0, 1] be a random variable indicating the Euclidean
threshold is applied to all packets, including the first receiveflsiance of a neighbot < n. We assume that nodes are
packet. Particularly in dense networks, nodes overhear M@fgependently and randomly distributed according to a two
than one copy and thus apply the threshold criterion, whigfimensional Poisson point process with constant spatial inten-
prevents packets from F’e'r_‘g rebroadcasted. sity. Thus, theX; are identically and independently distributed

~ Cross-Layer Information:Only DDB on the network layer 54 have the same cumulative distribution function (cdf). The
is able to interpret the payload of the packet such as sourcedg} is given simply by dividing the area of the circle with
and sequence number and, thus, detects that a newly recepggs, by the size of the whole transmission range, which is

packet is a redundant packet. As long as the packet has Roip,s we obtain for the cdf and probability density function
yet been passed down to the MAC layer, this does not cre f)

a problem. The node simply either drops the packet if the Fx(z) = P(X < t) = #2 Fx(t) =2t
thresholdRT is exceeded or recalculates a nhew DFD for that

packet. However, it may frequently happen that the packet Has 0 < z < 1.

already been forwarded to the MAC-layer. Two neighboring From probability theory, we know that for a random variable
nodes normally receive the same broadcast packet almbst g(U) as a function of a random variablé, the pdf fy
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of V' can be derived frong and the pdffy of U as follows of neighborsn and the same for all neighbors and therefore
d is constant. Again with (6), we obtain

fv(x) = fU[g_l(x)]Ig_l($> 2 2 4
r EZC:/Q——dxzf
Thus, for a random variabl®, which indicates the addi- 0 4 3
tional area covered of a node’s transmission, giverYas In Fig. 4, the graph is plotted foEX(C’i’ of DDB 1 and
9(X) = 2X by the approximation of (4), the pdfy of Y is g+ . of other stateless broadcasting algorithms depending on
calculated as follows. the number of neighbors = 1...30. Again, k < n denotes
_1 d _,4 T the k-most distant neighbotE; ., is simply the plane a%.
fr(z) = fxlg (x)]@g (x) = B} Already for very few neighbors, the "best” node, ile= n,

for a node at distance < = < 2. Thus, the cdf is simply

2
Fy(x):% with 0 < = < 2 (5)

In order to derive the expected additional coverdgge:
of each of then neighbors, we sort their additional coverage
Y; such thatY(;) < Y(p) < ... < Y{,). ThusY; is only the
same asY(;, with probability% and the sample maximum
and minimum areY{,,) and Y(;), respectively. The general
cumulative distribution function cdfy,,, (x) for all Y{) is
given by

Fy, (z) = Py <)
= Y P(Exactly;j of the¥; < z)
j=k
) JEZ;C <J> [Fy (@) [L = Fy ()"

Fig. 4. Expected additional coverage
where Fy (z) is the cdf of theY;. Thus, we have
n N 2\ n—j already covers almost the maximum size of additional area of
Fy,,, (z) = Z (”) (x) (1 _ m) 1.91. Furthermore, the next < n-best nodes cover normally
=\ 4 4 more thanj what would be covered by a node’s transmis-
sion with other stateless broadcasting schemes. Assuming the
It is well-known that the expected value of a randorgame rebroadcasting threshaRf” for DDB 1 and the other
variable Z can be calculated from its cdfz(x) by location- and probability-based schemes, we can conclude that
00 0 we might expect an improved performance upt8§; = Z—%
E(Z)= / (1—-Fz(2))dz — / Fz(z)dz  (6) interms of transmissions. However, the advantage of DDB 1
0 —o0 is not only the reduction in number of transmissions, but also
Let k < n denote thek-most distant neighbor, i.¢; = n that the delay can be reduced as distant nodes which transmit
and k = 1 yield the most distant and the closest neighbdirst add aimost no delay. From the values given in Fig. 4 and

respectively. Obviously, thé-most distant neighbor has alsghe DFD function (2), we can determine the additional delay
the k-largest additionally covered area. introduced at the nodes which broadcast first. This delay is

Therefore, we obtain the expected vahEX%’ for the Indeed small as it is basically invergely "proportional” to the
additional coverage for thé-most distant neighbor solely €xpected additionally covered aré,(, i.e. also the delay

depending on the number of neighborss follows. per rebroadcast is up to 43% shorter than with other stateless
protocols.
EY® (1) = 2 (1= Py, (2)) do = 2(n+ DI(k + 3) Furthermore with DDB 1 we know that nodes which cover
AC o Y - T(kT(n+3) a larger additional area broadcast first and thus can design

(7) the DFD accordingly, which allows reducing the number of
We compare this result with the expected additional coeellisions. In other stateless schemes, the delay has to be
eragel’; , of other stateless broadcasting schemes where theich larger to have the same number of collisions than in
sequence of neighbors’ transmission is independent of their @B 1 as neighbors transmit randomly. As it is difficult to
ditional coverage, e.g. as in the location-based and probabiliasses the exact influence of the MAC layer and to take into
based schemes. Clearly, the ddf of the additional coverage account the dependencies between neighboring nodes when
for a single node is the same as derived before in (5). Howeveireir transmission ranges overlap, these analyses only provide
the expected additional coverage is independent of the numberough kind of boundary for the performance. We validate
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the general conclusions of the analytical results in the nest the packets is 64 bytes and the interface queue length is

section by simulations. set to 1500 bytes. Radio propagation is modeled with the
isotropic two-ray ground reflection model. The transmission

V. SIMULATIONS power and receiver sensitivity are set corresponding to a

A. Protocols nominal transmission range of 250m. We use IEEE 802.11b

. . ... on the physical and MAC-layer operating at a rate of 2 Mbps.
The DDB protocol was implemented with two Optlmlzat'onﬁ'he simulations last for 900s where data transmission starts

pg?.réof?n:jn tsheectl,zpom'?a{ r:a?mri‘grizt'(f;:t ?_:\éva)és;‘(r)rwaerdcljn(%t 180s and ends at 880s such that emitted packets arrive at
policy Ss-ayer | lon. MOWever, We diGe destination before the end of the simulation.

not use directional antennas for DDB as the other protocols
were not optimized for use with directional antennas. The
performance of DDB is compared to three protocols describ&d Efficiency
in section II: The location-based broadcasting protocol [1], The first simulations were conducted in a static network
which is abbreviated by LBP in the following, the Multi-without any congestion as we wanted to compare the efficiency
Point Relay MPR [6], and simple flooding as a the mosif the core algorithms and excluded any external influences.
simple broadcasting protocol. LBP and MPR were chosémus, only one source broadcasts one packet per second. We
as representatives for the categories of stateless and statefted 1000 nodes randomly over a square area with side
broadcast protocols, respectively. lengths of1414, 2000, 2828, 4000, 5656 m to obtain different

The parameters of LBP and MPR are set as suggestestie densities. The density is always doubled for the next
in [28] and in RFC 3626 [7], respectively. Specifically, themaller area size. With a square of 5656x5656 a node has
random delay at each node for LBP is setltoms and the approximately 6 neighbors which is just about the minimal
rebroadcasting threshold to 40% of the maximal additionsdquired density for a completely connected network as results
covered area. The hello message interval and neighbor hfitsim percolation theory have shown [35]. We implemented a
time are2s and 6s respectively for MPR. With flooding, simple algorithm to determine the minimal connected domi-
the packets have a jitter &fms to avoid that all neighbors nating set (MCDS), which provides a lower theoretical bound
transmit simultaneously. We simulated DDB in different scder the number of rebroadcasting nodes.
narios to determine appropriate values for the rebroadcasting
threshold RT' and the Max_Delay. These two parameters 1w o1 e
are set to values which were found to have the best average LBP —x—

. Flooding —v—
performance over those scenaridd.ax_Delay was set to MPR —a—
2ms because a shott/az_Delay also decreases the delay 075 PPBIWASS o
significantly for low node densities. On the other hand the
number of rebroadcasting nodes is only marginally lower with
a longer Max_Delay even for dense networks where we
expect many simultaneous transmissions. This is mainly due
to the possibility of DDB to access and drop packets queued
on the MAC layer. On the other hand, the rebroadcasting
threshold RT' should be as high as possible to reduce the
number of retransmitting nodes as long as the packet is still 0
reliably delivered to all nodes for all network conditions. But
a higherRT increases at the same time the probability that in
sparse network the packet is no longer delivered to all nodes. _ _
e . L . Fig. 5. Ratio of rebroadcasting nodes

The "first always forwarding policy” allows DDB using a very
high RT. RT was set t040% of the maximal area a node In Fig. 5, the number of transmissions of DDB 1 is about

ga?n(]:p \;?'rc,)r:.et?\él ;jé'lglerz ?azg ;/yghog; tflgf trfgséaa[;qvg)g twice as high as for the MCDS for all network densities. As
ptimization, very ratl PP eerected from the analytical results in section 1V, the ratio

o
around 80% |n"§parse networks, qpp?sed to the more thc:aOn_'t,tantIy decreases for DDB 1 with higher node densities,
99% when the “first always forwarding” was used.

: ) . hereas LBP remains around 45%. This is due to the fact
We used DDB 1 in all simulations. DDB 2 was only use(if;: . :
in the simulation where we consider network lifetime. . at the expected addltlonalicoverage of LBP. IS constant and
increases for DDB 1 for higher node densities. Thus, the
) ) more neighbors a node has, the more additional coverage
B. Simulation Parameters the rebroadcasting nodes have and the less transmissions are
We implemented and evaluated the protocols in the Qualmetjuired. MPR performs significantly better than LBP. This is
network simulator. The results are averaged over 10 simulatioraccordance with [28], which observed that stateful protocols
runs and given with a 95% confidence interval, which is somperform better than conventional stateless protocols in dense
times very small and barely visible. In particular for high nodeetworks. However, due to the locally optimal and dynamic
densities, the performance among different simulations rurebroadcasting decisions, the stateless DDB 1 outperforms
does almost not vary because nodes are static. The payleadn MPR. Although the ratio of MPR also decreases for

05 -

Ratio of rebroadcasting nodes

0.25

1414 2000 2828 4000
Area side [m]
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02 r DBl —a_ ‘ ‘ outperforms the other protocols in these scenarios yielding
Floolaian —— almost always 100% delivery ratio and very short delays. Two
DB 1wl R o facts contribute to this superior performance. First, packets
0151 are rebroadcasted at nodes immediately and, second, nodes
only have to forward packets received from specific nodes,
namely the ones which selected them as forwarding nodes.
Thus, the queues do not fill up too quickly. The stateless
protocols add delay to each packet and also first have to
buffer all packets received from any neighbor. Among the
stateless protocols, DDB 1 performs by far the best and lags
behind only MPR for the highest chosen congestion level. The
ol ‘ ‘ ‘ ’ delay of DDB 1 remains very short and only increases for the
1414 2000 2828 4000 5656 . . . . .
Area side [m] highest traffic load. It is by a factor of five times or more
lower for highly congested networks than the other stateless
Fig. 6. End-to-end delay protocols LBP and flooding. They show a increased delay
already for lightly loaded networks. Flooding suffers from
its inability, and LBP from its limited ability, to reduce the
higher node densities, it always remains significantly abo&mber of retransmitting nodes. LBP performs worse than
the ratio of DDB 1. The results in Fig. 6 show that the dela§imple flooding because of the required long buffering time
of DDB 1 first drops and then remains almost constant. F6f 10 ms which causes more queue overflows. The number
low node densities, a node has few neighbors which often @b rebroadcasting nodes are depicted in Fig. 8. Only MPR
not cover a substantial additional area, but need to trans@itd DDB 1 remain unaffected by the packet generation rate,
anyway as no other neighbors do because of the "first alwayaxcept that DDB 1 increases slightly for the highest rate. This
forwarding. These nodes add a non-negligible delay throuthreflected by the increased delay and decreased delivery ratio
the DFD function (2). For higher node densities, the delay i Fig. 7. Clearly, the number of retransmitting nodes of LBP
much shorter as the "best” nodes are close to the transmiss#Wl flooding decreases at least with the delivery ratio.
range boundary and therefore calculate a short DFD. DDB 1
always performs much better than LBP for two reasons. Nodes
delay packets independently of the additional coverage in LBP ! 3

- —a
and the delay has to be chosen much higher to avoid collisions.

These facts are again supported by the analytical results. The 08 D1 gg{;gg —

delay for LBP increases because the number of retransmitting Flooding (ratio) —v—

0.1 -

End-to-end delay [s]

0.05

{25

H . . . MPR (ratio) —8— 2 g
nodes is not reduced for higher node densities, which causesg os | poB1 Egg:gyg XXX 3
more and more collisions. Thus, nodes may not receive the > Flooding (delay) memmm 115 2
i i T, MPR (delay) t=<=<3 =
actual first packet due to these collisions and have to "wait” 5 o, | P
for another copy which increases the delay. Even though, MPR 1 B
relays packets immediately, the delay was only slightly lower
than that of DDB 1, especially in denser networks. Again this 05
is because the "best” nodes in DDB 1 rebroadcast first and " _
add lower delays for higher node densities. The delivery ratio 0 10 °
was more than 99% for all protocols in all scenarios and is Packet origination rate [packets per second]

not shown.
Fig. 7. Delivery ration and end-to-end delay for 19 neighbors

D. Congested Networks

The objective of this simulation is to evaluate the effect The results for an average of nine neighbors are given in
of congestion. One randomly chosen node broadcasts paclkets 9. None of the protocols were able to deliver all the
at different rates from 20 to 100 packets per second. Thegsackets. Nodes are connected only over a few links and, thus,
simulations were computationally expensive and requiredifgpackets are dropped at some nodes due to congestion, the
lot of memory. Therefore, we could only run simulationpacket can no longer be delivered reliably to all nodes. Second,
with 80 nodes. The size of the simulation areas were adaptid flooding improved in terms of delay and delivery ratio and
accordingly to yield the same node densities as in the previouas similar to DDB 1 because the smaller number of neighbors
subsection. In these simulations, the confidence intervals atso reduces the number of possible collisions. Due to lack of
larger than before because the high traffic volume causes flspace, the results are not shown for higher node densities.
tuations in the performance, most notably in sparse netwoilhe only significant difference observed was that the delivery
As depicted in Fig. 7 for an average density of 19 neighbonstio of DDB 1 raises to almost 1 for all congestion levels. At
the delay and the delivery ratio of all protocols suffer in corthe same time, the delay was reduced to similar values as for
gested networks due to collisions and queue overflows. MRRPR.
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being delivered to all nodes in the network. For higher node

densities, which is not shown in this paper due to lack of space,
2 08| the performance of MPR did not decrease that significantly
8 0% because the inconsistent view has a smaller impact. Packets
g PO e v B can be still delivered due to the high connectivity, even if the
S "wrong” nodes rebroadcast the packets. The delay is given in
g o | ¢ 2 ® 7 Fig. 11. Again due to the same reasons as already mentioned,
s DDB 1 yields the shortest delay among the three stateless
2 _‘_f_/_—./lE protocols followed by LBP and flooding because of the higher
© ozy 1 number of rebroadcasting nodes. The confidence intervals are

small for the stateless protocols as they are unaffected by

ok . : ‘ ; mobility.
20 40 60 80 100

Packet origination rate [packets per second]

e

Fig. 8. Ratio of rebroadcasting nodes for 19 neighbors

0.75

0.8 -

N
(92}
Delivery ratio

DDB 1 (ratio) —=—

LBP (ratio) —*— 12 05

@
'% 0.6 + Flooding (ratio) —v— §‘
¢ MPR (ratio) —&— <
= DDB 1 (delay) &=xxxx3 115 ©
g LBP (delay) Emm 5 IID.BE -
g 0.4 | Flooding (delay) e Flooding
MPR (delay) ==~<3 1 © VPR v
uw 0.25 + . - -
1 5 10 20 40
021 1 05 Average node speed [m/s]
0 B NS NS 0 Fig. 10. Delivery ration
20 40 80 100
Packet origination rate [packets per second]
. . . . 0.04
Fig. 9. Delivery ration and end-to-end delay for 9 neighbors
—Fr 3 4
. 0.03 E 1
E. Mobile Networks % % —

ay [s]

The simulation parameters are the same as in the congesteds
network, i.e. 80 nodes over different simulation areas. Packets 8 002 ¢
are generated at a rate of 10 packets per second. Nodes movcg s * "
according to the random waypoint mobility model. The pause & WEM\@
time is set to) s and the minimal and maximal speeds are set | opB1 = ]
to £10% of an average speed. The average speed was varied FIOOI&E\Z =
over1,5,10,20,40m/s. We also ran the simulation with the MPR —5— ‘ ‘
rather high speed values 86,40 m/s as we consider speed 1 5 10 20 40
as a proxy for any kind of topology changes, caused either by Average node speed [m/s]
mobility, sleep cycles, etc.

The delivery ratio is depicted in Fig. 10 for an averagg9- 11. End-to-end delay
network density of 9 neighbors. The three stateless proto-
cols are not affected and the performance remains constant
independent of the mobility. The reason for their deliverf: Network Lifetime
ratio being slightly below 100% is due to the temporary In many network scenarios, where batteries of nodes cannot
partition of the network caused by mobility. As expected, onlge recharged or replaced, the network lifetime may be of
the performance of the stateful MPR suffers under mobilityigher importance than other performance metrics. We define
because its view on the network topology may be inconsistetiie network lifetime as the time until a certain number of
i.e. the known one- and two-hop neighbors do not corresponddes fail due to battery depletion. The network lifetime
to the actual physical neighbors. This also causes an incorrsitongly depends on the consumed energy during sending,
calculation of the forwarding nodes and the wrong neighbeogceiving, and idle listening. If the ratio between these three
rebroadcast. If the network density is low, already a femodes is small, then obviously, which and how many nodes
wrong rebroadcast decisions may prevent the packets fromoadcast does not have any effect and almost all nodes
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deplete at the same time. The interesting scenarios occur 0.1
if the ratio is large enough so that we may then expect DDB1 =
nodes that transmit more frequently deplete sooner. For our LBP —%—

0.075 |- Flooding —v—

simulation, the ratio of sending/receving/idle listening was set
to 10/1/0.01. These values are justified by recent technology
advances, cp. e.g. [36], which also allow even higher ratios.
To avoid congestion, packets are again sent at a rate of one g
packet per second. We place 1000 nodes over an area ofz
2000x2000n. Assuming that sending and receiving of a hello ™ o025 e —
message consumes about the same energy as a data packet,
the lifetime of MPR will only be a very small fraction of

nd delay [s]

0.05

the other stateless protocols. In our scenario with 1000 nodes 0 " o o ” =
and a hello message interval %, 500 hello messages are Depleted nodes [%]

broadcasted per second which will deplete the nodes’ batteries

very quickly. Thus, the MPR protocol is not depicted. Fig. 13. Delay after a certain percentage of nodes failed

As shown in Fig. 12, the second scheme DDB 2 where
rebroadcasting decisions are solely based on residual battery

power exhibits by far the longest time until the first nodegide range of network conditions, namely the performance
fail and outperforms significantly LBP and DDB 1. For &jegrades under heavy traffic load and high node density, as
higher percentage of depleted nodes, DDB 1 shows longggo observed in [28]. However, DDB did not suffer from these
network lifetimes than DDB 2 due to the smaller numbegyawbacks of other stateless protocols such as LBP. Actually,
of rebroadcasting nodes leading to a smaller total amount(ﬂjite the contrary is true. The performance of DDB even

energy consumed for each packet. This is achieved even ungggroved for those scenarios of high traffic load and high
the fact that the number of rebroadcasting nodes is ab@igige density.

the same for DDB 2 as for LBP, because the rebroadcasiy pr performed well in most scenarios, except in highly
decision is independent of the additional covered area ag@namic networks where the delivery ratio collapsed. The
thus, much higher than that of DDB 1. However, the initiallyg|ay of MPR was the shortest in all simulated scenarios
longer !lfet|me of DDB 2 comes at the cost of a longer delaé’losely followed by DDB whose delay was approximately
as depicted in Fig. 13. 10% longer, except in the case of highly congested networks.
On the other hand, DDB outperformed MPR significantly

considering the efficiency of the algorithm. DDB compared to
1600 | MPR only required about half of the transmissions to deliver
the packet reliably to all nodes. Furthermore, as DDB is
- stateless, its performance was completely unaffected in highly
@ PO BBz o= ] dynamic networks. However, the biggest advantage of DDB
g Flootiing —— over MPR is its simplicity and economical use of network
T 800 resource because no control messages are transmitted.
§ We believe that these characteristics make DDB a valuable
00 | | broadcast protocol for wireless multi-hop networks with either
WW frequently changing topology and/or very strict power limita-
— tions such as vehicular and sensor networks. For future work,
o7 0 2 - 20 o we envision the integration with directional antennas as al-
Depleted nodes [%] ready proposed in this paper. Furthermore, more sophisticated
DFD functions, which may combine location information,
Fig. 12. Network lifetime until a certain percentage of nodes fail signal strength, signal-to-noise ratio, bit error rate, etc., could

help to further improve performance.

VI. CONCLUSION REFERENCES

In this paper we presented the simple stateless DDB prot 1] S-Y. Ni, Y-C. Tseng, Y.-S. Chen, and J.-P. Sheu, “The broadcast

col, which uses the dynamic forwarding delay (DFD) concept " siorm problem in a mobile ad hoc network,” Rroceedings of the 5th
to optimize broadcasting in wireless multi-hop networks. With  Annual ACM/IEEE International Conference on Mobile Computing and

DED. n are able to take locall timal rebroadcastin Networking (MOBICOM '99) Seattle, USA, Aug. 1999, pp. 151 — 162.
, nodes € 1o cally op ebro &] Y.-C. Tseng, S.-Y. Ni, and E.-Y. Shih, “Adaptive approaches to relieving

decisions without any neighbor knowledge. broadcast storms in a wireless multihop mobile ad hoc netwdBEE
We compared the performance of DDB to another stateless Transactions on Computersol. 52, no. 5, pp. 545-557, May 2003.

broadcasting protocols LBP and a state-of-the-art stateful pré! Z- J. Haas, J. Y. Halpern, and L. Li, *Gossip-based ad hoc routing,” in
Proceedings of the 21st Annual Joint Conference of the IEEE Computer

tocol MPR, which uses neighbor knowledge obtained through 5,4 communications Societies (INFOCOM ‘0Bjew York, USA, June
hello messages. LBP was not able to perform well over a 2002, pp. 1707 - 1716.



"OPTIMIZED STATELESS BROADCASTING IN WIRELESS MULTI-HOP NETWORKS”

(4]

(5]

(6]

(7]

(8]

9]

[10]

[11]

[12]

(23]

[14]

[15]

[16]

[17]

(18]

[29]

[20]

[21]

[22]

[23]

J. Cartigny and D. Simplot, “Border node retransmission based proj24]
abilistic broadcast protocols in ad-hoc network$¢lecommunication
Systemsvol. 22, pp. 189-204, Apr. 2003.

Y. Sasson, D. Cavin, and A. Schiper, “Probabilistic broadcast fd25]
flooding in wireless mobile ad hoc networks,” Proceedings of the
IEEE Wireless Communications and Networking Conference (WCNC
'03), New Orleans, Louisiana, USA, Mar. 2003, pp. 1124-1130.

A. Laouiti, A. Qayyum, and L. Viennot, “Multipoint relaying: An [26]
efficient technique for flooding in mobile wireless networks,” Rno-
ceedings of the 34th Annual Hawaii International Conference on System
Sciences (HICSS-34Hawaii, USA, Jan. 2001.

T. Clausen and P. Jacquet, “Optimized link state routing protocol
(OLSR),” RFC 3626, Internet Engineering Task Force IETF, Oct. 2008271
[Online]. Available: http://Aww.ietf.org/rfc/rfc3626.txt

W. Lou and J. Wu, “Double-covered broadcast (dcb): A simple reliable
broadcast algorithm in manets,” iRroceedings of the 23st Annual [28
Joint Conference of the IEEE Computer and Communications Societies
(INFOCOM '04), Hong Kong, China, Mar. 2004.

H. Lim and C. Kim, “Multicast tree construction and flooding in
wireless ad hoc networks,” iRroceedings of the 3rd ACM international [29]
workshop on Modeling, analysis and simulation of wireless and mobile
systems (MSWIM 2003Boston, Massachusetts, United States, Aug.
2000, pp. 61-68.

W. Peng and X. Lu, “Ahbp: An effcient broadcast protocol for mobild30]
ad hoc networks,'Journal of Science and Technologyol. 16, no. 2,

Mar. 2001.

W. Lou and J. Wu, “On reducing broadcast redundancy in ad héél]
wireless networks,1IEEE Transactions on Mobile Computingol. 1,
no. 2, pp. 111-122, Apr. 2002.

F. Kuhn, T. Moscibroda, and R. Wattenhofer, “Initializing newly de-
ployed ad hoc and sensor networks,” Rroceedings of the 10th (32]
Annual ACM/IEEE International Conference on Mobile Computing and
Networking (MOBICOM ’'04) Philadelphia, USA, Sept. 2004.

J. Gao, L. J. Guibas, J. Hershburger, L. Zhang, and A. Zhu, “Discre
mobile centers,” inProceedings of the 17th ACM Symposium on Co
putational GeometryBoston, MA, USA, June 2001, pp. 188-196.

M. Marathe, H. Breu, H. Hunt Ill, S. Ravi, and D. Rosenkrantz, “Simple
heuristics for unit disk graphsNetworks vol. 25, no. 59-68, 1995. 134]
J. Wu and H. Li, “On calculating connected dominating set for effi
cient routing in ad hoc wireless networks,” Rroceedings of the 3th
International ACM Workshop on Discrete Algorithms and Methods for
Mobile Computing and Communications (DIALM '9%eattle, USA, [35]
Aug. 1999, pp. 7-14.
I. Stojmenovic, M. Seddigh, and J. Zunic, “Dominating sets and neigh-
bor elimination-based broadcasting algorithms in wireless networks,”
IEEE Transactions on Parallel and Distributed Systemd. 13, no. 1, [36]
pp. 14-25, Jan. 2002.
J. Susec and I. Marsic, “An efficient distributed network-wide broadcast
algorithm for mobile ad hoc networks,” Center for Advanced Information
Processing (CAIP), Rutgers University, New Jersey, USA, Tech. Rep.
TR-248, July 2000.

R. Gandhi, S. Parthasarathy, and A. Mishra, “Minimizing broadcast
latency and redundancy in ad hoc networks, Pioceedings of the 4th
ACM International Symposium on Mobile and Ad Hoc Networking and
Computing (MobiHoc '03)Annapolis, Maryland, USA, June 2003, pp.
222-232.

J. Wu and F. Dai, “Mobility management and its applications in efficient
broadcasting in mobile ad hoc networks,” Rroceedings of the 23st
Annual Joint Conference of the IEEE Computer and Communications
Societies (INFOCOM ’'04)Hong Kong, China, Mar. 2004.

M. Seddigh, J. S. Gonzalez, and I. Stojmenovic, “RNG and internal node
based broadcasting algorithms for wireless one-to-one netwokiGyi
SIGMOBILE Mobile Computing and Communications Reyieal. 5,

no. 2, pp. 37-44, Apr. 2001.

F. Dai and J. Wu, “Performance analysis of broadcast protocols in ad
hoc networks based on self-prunin2EE Transactions on Parallel and
Distributed Systemsvol. 15, no. 11, Nov. 2004.

J. E. Wieselthier, G. D. Nguyen, and A. Ephremides, “On the con-
struction of energy-efficient broadcast and multicast trees in wireless
networks,” in Proceedings of the 19th Annual Joint Conference of the
IEEE Computer and Communications Societies (INFOCOM,'d@&)

Aviv, Israel,, Mar. 2000, pp. 585-594.

J. Cartigny, D. Simplot, and I. Stojmenovic, “Localized minimum-energy
broadcasting in ad-hoc networks,” Proceedings of the 22nd Annual
Joint Conference of the IEEE Computer and Communications Societies
(INFOCOM '03), San Francisco, CA, USA, Mar. 2003, pp. 2210-2217.

33]

12

M. Cagalj, J.-P. Hubaux, and C. Enz, “Energy-efficient broadcasting in
all-wireless networks,ACM/Baltzer Mobile Networks and Applicatigns
2004, to appear.

I. Kang and R. Poovendran, “Maximizing static network lifetime of wire-
less broadcast adhoc networks,” fmoceedings of IEEE International
Conference on Communications (ICC) 20@3horage, Alaska, USA,
May 2003.

R. Wattenhofer, L. Li, P. Bahl, and Y. Wang, “Distributed topology
control for power efficient operation in multihop wireless ad hoc
networks,” in Proceedings of the 20th Annual Joint Conference of
the IEEE Computer and Communications Societies (INFOCOM, '01)
Anchorage, USA, Apr. 2001, pp. 1388-1397.

I. Kang and R. Poovendran, “A comparison of power-efficient broadcast
routing algorithms,” inProceedings of IEEE Global Telecommunications
Conference (Globecom 2003an Francisco, CA, USA, Dec. 2003.

] B. Williams and T. Camp, “Comparison of broadcasting techniques for

mobile ad hoc networks,” ifProceedings of the 3rd ACM International
Symposium on Mobile and Ad Hoc Networking and Computing (Mobi-
Hoc '02), Lausanne, Switzerland, June 2002, pp. 194—-2002.

T. Moscibroda, R. O'Dell, M. Wattenhofer, and R. Wattenhofer, “Virtual
coordinates for ad hoc and sensor networks,’Piroceedings of the
ACM Joint Workshop on Foundations of Mobile Computing (DIALM-
POMC’04), Philadelphia, Pennsylvania, USA, Oct. 2004.

J. Nonnenmacher and E. W. Biersack, “Scalable feedback for large
groups,”IEEE/ACM Transactions on Networkingol. 7, no. 3, pp. 375—
386, June 1999.

Y. Wang and J. J. Garcia-Luna-Aceves, “Broadcast traffic in ad hoc
networks with directional antennas,” iRroceedings of IEEE Global
Telecommunications Conference (Globecom 2083 Francisco, CA,
USA, Dec. 2003, pp. 210-215.

C. Hu, Y. Hong, and J. Hou, “On mitigating the broadcast storm prob-
lem with directional antennas,” iProceedings of IEEE International
Conference on Communications (ICC 2008hchorage, Alaska, USA,
May 2003, pp. 104-110.

J. Cartigny, D. Simplot, and I. Stojmenovic, “Localized energy efficient
broadcast for wireless networks with directional antennasPrioceed-
ings of the Mediterranean Ad Hoc Networking Workshop (MED-HOC-
NET'2002) Sardegna, Italy, Sept. 2002.

. Kang and R. Poovendran, “Power-efficient broadcast routing in
adhoc networks using directional antennas: technology dependence and
convergence issues,” University of Washington, Washington, USA, Tech.
Rep. UWEETR-2003-0015, July 2003.

O. Dousse, P. Thiran, and M. Hasler, “Connectivity in ad-hoc and hybrid
networks,” in Proceedings of the 21st Annual Joint Conference of the
IEEE Computer and Communications Societies (INFOCOM, '0&w
York, USA, June 2002.

A. El-Hoiydi and J.-D. Decotignie, “Wisemac: An ultra low power mac
protocol for multi-hop wireless sensor networks,Rirst International
Workshop on Algorithmic Aspects of Wireless Sensor Networks ALGO-
SENSORS 2004 urku, Finland, July 2004.



