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Abstract— In this paper we present a simple and stateless
broadcasting protocol called Dynamic Delayed Broadcasting
(DDB) which allows locally optimal broadcasting without any
prior knowledge of the neighborhood. As DDB does not require
any transmissions of control messages, it conserves critical
network resources such as battery power and bandwidth. Local
optimality is achieved by applying a principle of Dynamic For-
warding Delay (DFD) which delays the transmissions dynamically
and in a completely distributed way at the receiving nodes ensur-
ing nodes with a higher probability to reach new nodes transmit
first. An optimized performance of DDB over other stateless
protocols is shown by analytical results. Furthermore, simulation
results show that, unlike stateful broadcasting protocols, the
performance of DDB does not suffer in dynamic topologies caused
by mobility and sleep cycles of nodes. These results together with
its simplicity and the conservation of network resources, as no
control message transmissions are required, make DDB especially
suited for sensor and vehicular ad-hoc networks.

Index Terms— Ad-hoc networks, broadcast, simulations

I. I NTRODUCTION

Broadcasting is most simply and commonly realized by
flooding whereby nodes broadcasts each received packet ex-
actly once. Duplicated packets are detected e.g. by the source
node ID and a sequence number. Assuming we have a
completely connected network, there may be up to as many
transmissions as nodes in the network. Especially in dense
networks, flooding generates a large number of redundant
transmissions where most of them are not required to deliver
the packets to all nodes. Nodes in the same area receive the
packet almost simultaneously so that the timing of the re-
transmissions is highly correlated. This excessive broadcasting
causes heavy contention and collisions, commonly referred to
as thebroadcast storm problem, which consumes unneces-
sarily scarce network resources. This may become especially
critical in sensor networks where nodes have even more strict
power, communication, and computation constraints.

Two important objectives of any broadcast algorithm in ad-
hoc networks are reliability and optimized resource utilization.
Reliability deals with the successful delivery of a packet to
all nodes in the network. Even in a completely connected
network, the packet may often not be delivered to all nodes
since broadcast packets are normally not acknowledged and
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the broadcast storm makes the one-hop transmissions highly
unreliable. The use of network resources should be minimized
without effecting suffers. Interestingly, these objectives are
often complementary. Minimizing the number of transmissions
also may help reliability and decrease delay as it alleviates the
broadcast storm.

It is impossible, or possible with a prohibitive amount of
control traffic only, to optimally broadcast a packet network-
wide. For example, to minimize the number of transmissions
would require to determine the minimal connected dominat-
ing set. Thus, most practical broadcast algorithms for ad-
hoc networks try to approach network-wide optimalality by
locally optimal broadcasting of packets. This is commonly
achieved by the proactive exchange of hello messages between
neighbors so that nodes are aware of the network topology
in their local neighborhood. However, this statefulness raises
many critical issues such as the proactive use of network
resources for control messages and the scalability in dynamic
topologies. Another kind of broadcast protocols has also been
proposed. These protocols are stateless and do not require any
knowledge of the neighborhood. They were shown to perform
well in specific scenarios but very poorly in others, e.g. for
varying node densities and traffic loads.

In this paper, we introduce the protocol Dynamic Delayed
Broadcasting (DDB). DDB is stateless and completely lo-
calized. Thus, it does not cause any overhead and is highly
scalable in dynamic networks. However, it does neither suffer
from the drawbacks of other stateless broadcast algorithms,
which is achieved by the use of the dynamic forwarding delay
(DFD) concept. DFD allows nodes to make locally optimal
rebroadcasting decisions. Nodes decide whether to rebroadcast
a message based solely on information available at the node
itself and the information given in the broadcast packet, which
are also used to compute a short delay before rebroadcasting
packets by applying a DFD function. The concept of DFD
supports the optimization for different metrics such as the
number of retransmitting nodes, end-to-end delay, network
lifetime, etc. We explicitly propose and evaluate in more
detail DDB with two different DFD functions. The first DFD
function aims at reducing the number of overall transmissions
to deliver the packet to all nodes in the network. The second
DFD function addresses the problem of power consumption
and aims at extending the network lifetime. We refer to DDB
with one of these two specific DFD functions as DDB 1 and
DDB 2, respectively.
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The remainder of this paper is organized as follows. An
overview of related work is given in section II. We describe
the details of DDB in section III. Analytical and simulation
results are provided in section IV and V. Finally, section VI
concludes the paper.

II. RELATED WORK

Many broadcast protocols have been proposed in order to
cope with the broadcast storm problem and optimize broad-
casting in ad-hoc networks. We first provide a brief taxonomy
of existing broadcast algorithms for mobile ad-hoc networks.
In a second step, we discuss some characteristics and encoun-
tered problems of broadcasting protocols and summarize the
conclusions from several comparison studies.

A. Taxonomy

Probability-based approaches:In [1], each node rebroad-
casts a message with a certain probabilityp and drops the
packet with a probability of1−p. If the probability to forward
a packet is 1, this scheme is identical to simple flooding.
[1] also proposed a counter-based scheme, where a node
only rebroadcasts a message if it has received the message
less frequently than a fixed threshold. In [2], the threshold
is no longer fixed but adapts to the number of neighbors.
[3] evaluated probabilistic broadcasting in more depth and
proposed several extensions to the protocol of [1] based on
the obtained results. In [4], the authors proposed to adjust
the probability with which a node rebroadcasts a message
depending on the distance to the last visited node. The distance
between nodes is approximated by comparing the neighbor
lists. Probability-based schemes were evaluated theoretically
and by simulations in [5].

Location-based approaches:In the location-based schemes
proposed in [1], the forwarding decision is solely based on
the position of the node itself and the position of the last
visited node as indicated in the packet header. Nodes wait a
random time and only forward a message if the distance to
all nodes from which they received the message is larger than
a certain threshold distance value. The random waiting time
is required to give nodes sufficient time to receive redundant
packets and to avoid simultaneous rebroadcasting at neighbor
nodes. Instead of using the distance of nodes as a measure for
the additional area covered, [1] also proposed an area-based
method, which directly determines the possible covered area
from the distances between nodes. In a second scheme, it was
proposed to use signal strength to approximate distances.

Neighbor-designated approaches:Neighbor-designated
schemes are characterized by the fact that nodes are aware of
their neighborhood. The basic idea in all proposed approaches
is that each node selects a set of forwarders among its
one-hop neighbors such that the two-hop neighbors can
be reached through the forwarders. A node only forwards
packets from the set of neighbors out of which it was selected
as a forwarder thus reducing the total number of transmitted
messages. In multipoint relaying (MPR) as described in [6],
all two-hop neighbors should be covered by the selected
one-hop forwarder. MPR is the broadcast mechanism used

in the OLSR routing protocol as defined in RFC 3626 [7].
In [8], the set of forwarders also comprises all one-hop
neighbors, which are not covered by at least two other
forwarders. In [9] and [10] the set of forwarders was reduced
by excluding the one-hop neighbors that were already covered
by the node from which the broadcast packet was received.
In [11], two-hop neighborhood information is piggybacked
on packets and permits to eliminate the two-hop neighbors
already covered by the last visited node. A special class
of neighbor-designated approaches are based on connected
dominating sets, where only nodes of the dominating set
rebroadcast a packet [12], [13].

Self-pruning approaches:Unlike in the neighbor-designated
method, each node decides for itself on a per packet basis if it
should rebroadcast the packet. In [9], a node piggybacks a list
of its one-hop neighbors on each broadcast packet and a node
only rebroadcasts the packet if it can cover some additional
nodes. Several of these approaches are based on (minimal)
connected dominating sets. As the problem of finding such a
set is proven to be NP-hard [14], several distributed heuristics
are proposed. [15] proposed an algorithm, which only requires
two-hop neighborhood information. A node belongs to the
dominating set, if two unconnected neighbors exist. This
idea was further improved in [16], where the degree of a
node was used as primary metric instead of their IDs. The
protocol proposed in [17] also relies on two-hop neighborhood
information and assigns a priority to nodes proportional to the
number of neighbors. Nodes with higher priority rebroadcast
a packet first. In [18], it was shown that minimum latency
broadcasting is also NP-hard and an algorithm was proposed
where latency and the number of transmissions are bounded
by a factor of the optimal values. To be able to cope more
efficiently with mobility, [19] proposed to use two different
transmission ranges for the determination of forwarders and
for the actual broadcast process. In [20], connected dominating
sets and the concept of planar subgraphs are combined to
reduce the communication overhead for broadcast message in a
one-to-one network model where each transmission is directed
only towards one neighbor. A comprehensive performance
comparison of various of these broadcast protocols based on
self-pruning is given in [21].

Energy-efficient approaches:The problem of transmitting a
message energy-efficiently to all nodes in the network where
node have adjustable transmission radii was considered in
several papers. [22] proposed an incremental power algorithm,
which constructs a tree starting from the source node and adds
in each step a node not yet included in the tree that can
be reached with minimal additional power from one of the
tree nodes. [23] considered the minimum energy broadcasting
problem and proposed a localized protocol, where each node
requires only the knowledge of the position of itself and
the neighboring nodes. [24] showed the NP-completeness of
minimal power broadcast. Note that energy efficiency is not
necessarily directly related to network lifetime. If the same
nodes always forward packets, broadcasting may be energy-
efficient, but the battery at these nodes deplete quickly. In [25],
the algorithm constructs a static routing tree, which maximizes
network lifetime by accounting for residual battery energy at
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the nodes. A static tree does not change after the tree has been
setup and, thus, does not really maximize the possible network
lifetime, if nodes are mobile and routing can be dynamically
adjusted. [26] presented a distributed topology control algo-
rithm, which extracts network topologies that increase network
lifetime by reducing the transmission power. A comparison of
several power-efficient broadcast routing algorithms is given
in [27].

B. Discussion of Related Work

The probability- and location-based schemes, as well as
simple flooding belong to the category of stateless algorithms
as they do not require any neighbor knowledge. The neighbor-
designated, the self-pruning, and the energy-efficient schemes
all belong to the stateful protocols. They require at least
knowledge of their one-hop neighbors, sometimes even global
network knowledge is required. Comprehensive comparison
studies were conducted in [28], [3], [21], and [27]. Their main
conclusions can be summarized as follows:

Stateful broadcast protocols were found to be barely affected
by high traffic loads and collisions. However, their perfor-
mance suffers significantly in highly dynamic networks as
the frequent topology changes induce an excessive, or even
prohibitive, amount of control traffic, which occupies a large
fraction of the available bandwidth. Furthermore, stateful algo-
rithms may also never converge and reach a consistent state, if
changes occur too frequently. Topology changes can not only
be caused by mobility of the nodes but also by energy saving
mechanisms, where nodes toggle between sleep and active
modes. Their inability to cope with frequent topology changes
together with the proactive transmissions of control messages,
which wastes network resources, make stateful protocols un-
suitable for certain kind of ad-hoc networks such as sensor
and vehicular networks. On the other hand, it was shown
that stateless algorithms are almost immune to frequently
changing network topologies. Among the stateless schemes,
the location-based methods performed best overall. The main
drawbacks of stateless protocols were found to be twofold.
First, the number of rebroadcasting nodes is disproportionately
high in networks with high node density. Secondly, the random
delay introduced at each node before rebroadcasting a packet is
highly sensitive to the local congestion level. The main reason
is that these stateless protocols use fixed parameters, e.g. the
probability- or distance-threshold whether to rebroadcast a
packet or not. This makes these algorithms not flexible enough
to cope with a wide range of network scenarios. They are
highly sensitive to the chosen value and may perform well
in some scenarios, and very poorly in others. For example,
packets may either die out in sparse networks or do not
significantly reduce the number of transmissions in dense
networks for too low and too high parameter values, respec-
tively. Energy-efficient schemes may not be suited for mobile
networks with frequently changing topologies. They require a
large computational and communication overhead to construct
a power-efficient network structure. The overhead may be
beneficial in a static network, where this structure has to be
determined only once. In a mobile network however, it may

either not be possible to maintain this structure at all or only
with a prohibitive amount of energy consumption. We may
conclude that stateless protocols would be a preferred choice
for sensor networks and other ad-hoc networks with dynamic
topology and/or strictly limited resources, if they could achieve
nearly the same performance of stateful protocols.

The DDB protocol introduced in this paper is stateless and
thus has all the aforementioned advantages of stateless pro-
tocols. DDB is not affected by changing topologies and does
not require the proactive transmission of control messages,
which saves scarce network resources such as bandwidth and
battery power. Unlike other stateless protocols, DDB allows
making locally optimal rebroadcasting decisions by applying
the concept of DFD allowing ”better” nodes to rebroadcast
first and suppress the transmissions of other neighbors. In other
stateless protocols, the sequence of rebroadcasting neighbors is
random such that transmissions occur which are not necessary.

Our work is different in the following way from the work
in [1], which also used location information for designing a
broadcast algorithm: First, the timing of the rebroadcasting
in DDB is not randomly, but nodes apply the deterministic
concept of DFD to determine when to forward the packet
which allows the making of locally optimal rebroadcasting
decisions without knowledge of the neighborhood. In [1],
location information is used only to decide whether or not
to rebroadcast. Second, DDB is designed with a cross-layer
perspective in mind by coupling the MAC and network layer.
This allows taking advantage of information only available
at the network layer to more optimally schedule packets
at the MAC-layer. Third, a common problem of broadcast
protocols based on fixed parameters values and thresholds,
i.e. which also occurs in [1] and other stateless protocols, is
that they can hardly adapt to changing network conditions.
Even though we also use a threshold in DDB to determine
whether to rebroadcast a packet, we propose a different for-
warding threshold policy which almost completely eliminates
the drawbacks of fixed parameters. Forth, DDB is less sensitive
the local congestion level, which is an immediate consequence
of the dynamic adjusted rebroadcasting. The motivation and
justification for these changes are discussed in more detail
below and should become evident in the simulation section.
Fifth, DDB may be improved to extend the network lifetime by
accounting also for the battery level of nodes in the forwarding
decision. A further contribution of this report is the energy-
based scheme DDBRB which is to the best of our knowledge
the first completely localized scheme which aims at extending
network lifetime. Most other energy-efficient protocols aim
at reducing the energy to deliver thea broadcast packet to
all nodes in the network and/or adjust transmission power.
However, this may be complementary to the network lifetime
in most scenarios [25].

III. D YNAMIC DELAYED BROADCASTING PROTOCOL

(DDB)

A. Introduction

We assume that nodes are either aware of their absolute
geographical location by means of GPS or virtual coordinates
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as proposed lately in several papers, e.g. [29]. Many applica-
tions in sensor and vehicular ad-hoc networks already require
per se location information. Thus, this location information
available for free can be used to optimize lower network
operations such as routing and broadcasting. In DDB, the
last broadcasting node stores its current position in the header
of the packet. This is the only external information required
by other nodes in order to calculate when and whether to
rebroadcast. Location information may not always be available
however. DDB can also operate without location information
and use incoming signal strength to approximate the distance
to other transmitting nodes.

B. DDB 1 for Minimizing the Number or Transmissions

The objective of the first scheme DDB 1 is to minimize the
number of transmissions and at the same time to deliver the
packet reliably to all nodes. Nodes that receive the broadcast
packet use the concept of dynamic forwarding delay (DFD)
to schedule the rebroadcasting and do not forward the packet
immediately. From the position of the last visited node stored
in the packet header and the node’s current position, a node can
calculate the estimated additional area that it would cover with
its transmission. Depending on the size of this additionally
covered area, the node introduces a delay before relaying the
packet, where the delay is longer for a smaller additional
area. In this way, nodes that have a higher probability to
reach additional nodes broadcast the packet first. Note that
this is achieved without nodes having knowledge of their
neighborhood. Unlike in stateful broadcast algorithms, the
”best” nodes for rebroadcasting are chosen in a completely
distributed way at the receiving nodes and not at the senders.
If a node receives another copy of the same packet and
did not yet transmit its scheduled packet, i.e. the calculated
DFD timer did not yet expire, the node recalculates the addi-
tional coverage of its transmission considering the previously
received transmissions. As usually done, a node is able to
detect copies of a broadcast packet by their unique source
ID and a sequence number. From the remaining additional
area, the DFD is recalculated which is reduced by the time
the node already delayed the packet, i.e. the time between the
reception of the first and the second packet. For the reception
of any additional copy of the packet, the DFD is recalculated
likewise. A node does not rebroadcast a packet if the estimated
additional area it can cover with its transmission is less than
a rebroadcasting threshold, denoted asRT , which also may
be zero. Obviously, DDB 1 can ”only” take locally optimal
rebroadcasting decisions as nodes receive only transmissions
from their immediate one-hop neighbors and thus have no
knowledge of other more distant nodes which possibly already
partially cover the same area.

To illustrate the complete procedure of the algorithm,
consider the example given in Fig. 1, where we assume a
rebroadcasting thresholdRT = 0. NodeA broadcasts a packet
at time T = 0.0 ms. The packet is received at neighbors
B, E,C in Fig. 1(a). These nodes determine the size of the
additional area they cover and introduce the additional delay
accordingly. Let us assume nodeB,E, C calculate a DFD
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Fig. 1. Example of the broadcast algorithm

of 0.1 ms, 0.2 ms and0.3 ms, respectively. Note that nodeC
has no knowledge that there are two other neighbors which
are located at a better position, i.e. calculate a smaller DFD.
Similarly, nodesB and E are not aware of their neighbors.
As nodeB introduces the shortest additional delay and conse-
quently rebroadcasts the packet first after0.1 ms which is also
overheard at nodesE andC in Fig. 1(b). Upon the detection of
this transmission, they determine a new DFD depending on the
remaining additional coverage. Unlike before the transmission
of nodeB, C calculates now a smaller delay thanE. Assume
that nodeE andC calculate a new DFD of0.7 ms and0.4 ms
minus the0.1 ms they have already delayed the transmission.
Consequently, nodeC will rebroadcast the packet0.3 ms later
in Fig. 1(c) already at timeT = 0.4 ms. Nodes D and
E receive the packet and calculate the DFD as0.2 ms and
1.5 ms, respectively. NodeD received the packet for the first
time only now, but it schedules the rebroadcasting much earlier
than E. D rebroadcast after0.2 ms while E waits 1.5 ms
minus 0.4 ms passed since the reception of the first copy of
this packet. After nodeD transmits the packet in Fig 1(d), node
E drops the packet because it cannot cover any additional area.
The dynamic calculation and recalculation of the DFD always
assures that nodes that have a higher probability to reach new
neighbors transmit first. As these nodes are located close to
the transmission boundary, the calculated delay is short and the
packet should be disseminated quickly within the network.

DFD function: The explicit DFD function is crucial to the
performance of DDB 1 and should fulfill certain requirements
in order to operate efficiently. The function should yield larger
delays for smaller additional coverage and vice versa, if the
objective is to minimize the number of transmissions. We
assume the unit disk graph as the network model and thus
a transmission range scaled to 1.

Considering Fig. 2, we can determine the size of the
additionally covered areaAC of nodeB’s transmission if it
is at a distanced ∈ [0, 1] from the previous transmitting node
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A as follows.

AC(d) = 2·
(∫ 1

− d
2

√
1− x2 dx−

∫ −d+1

− d
2

√
1− (x + d)2 dx

)

which immediately yields

AC(d) =
d

2

√
4− d2 + 2 arcsin

(
d

2

)
(1)

The size of the additional covered area is maximal if node
B is located just at the boundary of the transmission range of
nodeA, i.e. if d = 1.

ACMAX =

(√
3

2
+

π

3

)
' 1.91

Consequently, a node can cover a maximum ofACMAX

π '
61% additional area, which was not yet covered by the
transmission of other nodes.

Taking into account this maximalACMAX , we propose
a DFD which is exponential in the size of the additionally
covered area, as it was shown in [30], that exponentially
distributed random timers can reduce the number of responses.
Let AC denote the size of the additionally covered area, i.e.
AC ∈ [0, 1.91],

Add Delay = Max Delay ·
√

e− e(
AC
1.91 )

e− 1
(2)

where Max Delay is the maximum delay a packet can
experience at each node. The function is depicted graphically
in Fig. 3 for aMax Delay = 1. We see that when nodes have
a higherAC, the calculated DFD timers are distributed over
a larger interval, e.g.d1 for two nodes with 0.2 difference in
the additional coverage. Thus, the probability that a collision
occurs at the first transmitting nodes, i.e. the ones close to the
transmission boundary, is lower. The timers of nodes with only
a smallAC are closer to each other and e.g. only differ by
d2 for the same difference of 0.2 in the additional coverage.
However, as they transmit much later, they have received
multiple transmission of other nodes and may not require to
retransmit at all becauseAC < RT .

DDB 1 with signal strength:Location information may
not always be available. In order to minimize the number of
transmissions, nodes can use the incoming signal strength as
input to the DFD function instead of the additional covered
area. For a higher signal strength, the DFD should calculate
a larger additional delay as we may assume that we are
close to the transmitting node, i.e. only cover little additional
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Fig. 3. Delay introduced by the DFD function

area. Analogously, therebroadcasting thresholdis set to some
signal strength value and a node only transmits a packet if
it has not received any packet at a power level above this
threshold. As the attenuation factor is normally not known,
it has to be estimated. The more accurate the estimation of
the attenuation factor is, the better the performance will be.
An advantage of DDB 1 based on signal strength is that it is
less sensitive to non-isotropic transmission ranges. If a node
very close to the transmitting node receives a packet at a very
low power level, we may nevertheless assume that it is at the
boundary of the transmission range, e.g. due to a very high
attenuation factor or a very power limited sender. Furthermore,
nodes do not need to store their position in the packet header.
Thus, no overhead and external information is required at all.

C. DDB 2 for Maximizing Network Lifetime

The objective of extending the network lifetime can be
complementary to the objective of minimizing the number of
transmissions to reach all nodes [25]. It may be beneficial that
more nodes with a lot of residual battery energy broadcast a
packet instead of fewer nodes with an almost depleted battery.
In scenarios, where the source of the broadcast message is
almost uniformly distributed over all nodes in the network
or mobility is high and movement patterns are random, we
may expect that the traffic load is also uniformly distributed
over all nodes, and thus the battery will deplete roughly
at the same time at all nodes. However, in many network
environments, nodes rarely move and traffic flows are highly
directed. This especially applies to sensor networks where
all traffic is normally originating from or directed to one or
a few designated sinks and the mobility is rather low. If a
deterministic algorithm is applied in such a scenario, which
does not take into account the battery level at the nodes,the
same nodes will always rebroadcast the packet. Consequently,
some nodes will deplete much quicker than others.

In this scheme DDB 2, the calculated delay by DFD depends
solely on the remaining battery level of a node and does
not take into account the additionally covered area and the
signal strength. They are only used to determine whether
to rebroadcast a packet, i.e. whether they are smaller than
RT . Nodes with an almost depleted battery schedule the
rebroadcasting of the packet with a large delay whereas nodes
with a lot of remaining battery power forward the packet
almost immediately. Consequently, energy is conserved at
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almost depleted nodes, which increases their lifetime and in
turn extends the connectivity of the network. Therefore, we
simply adapt the DFD function to favor nodes with a lot of
residual battery energy for rebroadcasting of packets. The DFD
function introduces a small delay for nodes with a lot of battery
energy whereas nodes with an almost depleted battery add a
large delay. This is again done similar as in (2).

Add Delay = Max Delay ·
√

e− eEB

e− 1
(3)

EB is the remaining battery power of a node as percentage
of the total battery capacity. The possible benefit of such
an energy-based scheme is highly depending on the MAC
protocol and the ratio between the energy consumption of
sending/receiving/idle listening. If idle listening consumes a
substantial amount of energy compared to actual sending and
receiving, all nodes spend their energy almost independently
whether they forward packets or not. In scenarios, where either
the MAC protocol puts a node into sleep mode to save energy
or sending/receiving consume substantial more energy than
idle listening, it is essential that the task of forwarding packets
is fairly distributed among the nodes to maximize network
lifetime even if traffic flows are spatially constant.

D. Optimizations

”First Always” Forwarding Policy: A common problem of
broadcast protocols based on fixed parameters is that they are
not able to cope with varying network conditions such as node
density and traffic load [3]. DDB also uses a rebroadcasting
threshold and thus would be susceptible to the same problem.
A minor modification to the forwarding policy eliminates the
problem almost completely. Nodes always forward a packet,
which is received exactly onceindependentof the additional
coverage, i.e. even ifAC < RT . That means that the rebroad-
casting threshold is only applied from the second received
packet onwards. Especially in sparse networks, even a node
with only very little additional area, may still be the only one
to connect to other nodes and serve as the bridge to other
node clusters. With this ”first always” forwarding policy of
DDB, the packet will almost always be forwarded in such
scenarios thus reducing the risk of packets dying out. At the
same time there is only a small increase in the number of
”unnecessary” transmissions compared to the case when the
threshold is applied to all packets, including the first received
packet. Particularly in dense networks, nodes overhear more
than one copy and thus apply the threshold criterion, which
prevents packets from being rebroadcasted.

Cross-Layer Information:Only DDB on the network layer
is able to interpret the payload of the packet such as source ID
and sequence number and, thus, detects that a newly received
packet is a redundant packet. As long as the packet has not
yet been passed down to the MAC layer, this does not create
a problem. The node simply either drops the packet if the
thresholdRT is exceeded or recalculates a new DFD for that
packet. However, it may frequently happen that the packet has
already been forwarded to the MAC-layer. Two neighboring
nodes normally receive the same broadcast packet almost

simultaneously and may calculate nearly the same additional
delay before rebroadcasting. Thus, the packet is handed down
to the MAC layer at about the same time and both nodes try to
send the packet. The MAC layer is responsible to serialize the
two transmissions. In this situation, a network layer protocol
normally has no longer influence on the further processing and,
thus, cannot prevent the second ”unnecessary” transmission.
DDB should be able to access packets on the MAC layer,
more precisely in the queue of the wireless interface, and to
reprocess them accordingly by either dropping the packets or
scheduling their transmission for a later time.

Directional Antennas:As we have seen in section III-B, at
least 39% of the transmission range of a node was covered
by previous transmissions, often much more. Consequently, a
transmission with an omnidirectional antenna radiates a lot
of power unnecessarily into directions where no additional
area can be covered. Directional antennas may mitigate this
drawback by forming the beam only in directions of uncovered
areas. Furthermore, for certain scenarios, the packet does not
need to be broadcasted to all nodes in the network but only
in some specific directions. In sensor networks, a request is
sent into the network to collect some data from a specific
region, thus, nodes distant from the target region broadcast
the packet only to nodes in the corresponding direction and
not to all neighbors. DDB could be further improved, if nodes
are equipped with directional antennas. Implementing DDB
with directional antennas and a comparison with broadcast
protocols, which make use of directional antennas [31], [32],
[33], [34], are outside of the scope of this paper and left for
future work.

IV. A NALYTICAL ASSESSMENT

We want to calculate the expected size of the additional
areaAC that is covered by a node’s transmission if we use
DDB 1. In that case, the nodes that cover a larger additional
area broadcast the packet first to minimize the number of
transmissions. We assume again a transmission radius of 1.
In order to simplify the calculation, we compute the Taylor
series expansion of the additional coverageAC(d) as given in
(1) with respect to the variabled about the point 0.

AC(d) = d− 1
8
d3 + . . . + d +

1
24

+ . . . ' 2d (4)

Let Xi ∈ [0, 1] be a random variable indicating the Euclidean
distance of a neighbori ≤ n. We assume that nodes are
independently and randomly distributed according to a two
dimensional Poisson point process with constant spatial inten-
sity. Thus, theXi are identically and independently distributed
and have the same cumulative distribution function (cdf). The
cdf is given simply by dividing the area of the circle with
radiusx by the size of the whole transmission range, which is
π. Thus, we obtain for the cdf and probability density function
(pdf)

FX(x) = P (X ≤ t) = t2 fX(t) = 2t

for 0 ≤ x ≤ 1.
From probability theory, we know that for a random variable

V = g(U) as a function of a random variableU , the pdffV
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of V can be derived fromg and the pdffU of U as follows

fV (x) = fU [g−1(x)]
d

dx
g−1(x)

Thus, for a random variableY , which indicates the addi-
tional area covered of a node’s transmission, given asY =
g(X) = 2X by the approximation of (4), the pdffY of Y is
calculated as follows.

fY (x) = fX [g−1(x)]
d

dx
g−1(x) =

x

2

for a node at distance0 ≤ x ≤ 2. Thus, the cdf is simply

FY (x) =
x2

4
with 0 ≤ x ≤ 2 (5)

In order to derive the expected additional coverageEAC

of each of then neighbors, we sort their additional coverage
Yi such thatY(1) ≤ Y(2) ≤ . . . ≤ Y(n). Thus Yi is only the
same asY(i) with probability 1

n and the sample maximum
and minimum areY(n) and Y(1), respectively. The general
cumulative distribution function cdfFY(k)(x) for all Y(k) is
given by

FY(k)(x) = P (Y(k) ≤ x)

=
n∑

j=k

P (Exactly j of the Yi ≤ x)

=
n∑

j=k

(
n

j

)
[FY (x)]j [1− FY (x)]n−j

whereFY (x) is the cdf of theYi. Thus, we have

FY(k)(x) =
n∑

j=k

(
n

j

)(
x2

4

)j (
1− x2

4

)n−j

It is well-known that the expected value of a random
variableZ can be calculated from its cdfFZ(x) by

E(Z) =
∫ ∞

0

(1− FZ(z)) dz −
∫ 0

−∞
FZ(z) dz (6)

Let k ≤ n denote thek-most distant neighbor, i.e.k = n
and k = 1 yield the most distant and the closest neighbor
respectively. Obviously, thek-most distant neighbor has also
the k-largest additionally covered area.

Therefore, we obtain the expected valueE
Y(k)

AC for the
additional coverage for thek-most distant neighbor solely
depending on the number of neighborsn as follows.

E
Y(k)

AC (x) =
∫ 2

0

(
1− FY(k)(x)

)
dx =

2Γ(n + 1)Γ(k + 1
2 )

Γ(k)Γ(n + 3
2 )

(7)
We compare this result with the expected additional cov-

erageE∗
AC of other stateless broadcasting schemes where the

sequence of neighbors’ transmission is independent of their ad-
ditional coverage, e.g. as in the location-based and probability-
based schemes. Clearly, the cdfFY of the additional coverage
for a single node is the same as derived before in (5). However,
the expected additional coverage is independent of the number

of neighborsn and the same for all neighbors and therefore
is constant. Again with (6), we obtain

E∗
AC =

∫ 2

0

2− x2

4
dx =

4
3

In Fig. 4, the graph is plotted forE
Y(k)

AC of DDB 1 and
E∗

AC of other stateless broadcasting algorithms depending on
the number of neighborsn = 1 . . . 30. Again, k ≤ n denotes
the k-most distant neighbor.E∗

AC is simply the plane at43 .
Already for very few neighbors, the ”best” node, i.e.k = n,

30
0.4

255

0.8

2010

1.2

1515

E_AC

k

1.6

10n 20

2

25 5
30

Fig. 4. Expected additional coverage

already covers almost the maximum size of additional area of
1.91. Furthermore, the nextk ≤ n-best nodes cover normally
more than 4

3 what would be covered by a node’s transmis-
sion with other stateless broadcasting schemes. Assuming the
same rebroadcasting thresholdRT for DDB 1 and the other
location- and probability-based schemes, we can conclude that
we might expect an improved performance up to43% = 1.91

4/3
in terms of transmissions. However, the advantage of DDB 1
is not only the reduction in number of transmissions, but also
that the delay can be reduced as distant nodes which transmit
first add almost no delay. From the values given in Fig. 4 and
the DFD function (2), we can determine the additional delay
introduced at the nodes which broadcast first. This delay is
indeed small as it is basically inversely ”proportional” to the
expected additionally covered areaE

Y(k)

AC , i.e. also the delay
per rebroadcast is up to 43% shorter than with other stateless
protocols.

Furthermore with DDB 1 we know that nodes which cover
a larger additional area broadcast first and thus can design
the DFD accordingly, which allows reducing the number of
collisions. In other stateless schemes, the delay has to be
much larger to have the same number of collisions than in
DDB 1 as neighbors transmit randomly. As it is difficult to
asses the exact influence of the MAC layer and to take into
account the dependencies between neighboring nodes when
their transmission ranges overlap, these analyses only provide
a rough kind of boundary for the performance. We validate
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the general conclusions of the analytical results in the next
section by simulations.

V. SIMULATIONS

A. Protocols

The DDB protocol was implemented with two optimizations
proposed in section III-D, namely the ”first always forwarding
policy” and the ”cross-layer information”. However, we did
not use directional antennas for DDB as the other protocols
were not optimized for use with directional antennas. The
performance of DDB is compared to three protocols described
in section II: The location-based broadcasting protocol [1],
which is abbreviated by LBP in the following, the Multi-
Point Relay MPR [6], and simple flooding as a the most
simple broadcasting protocol. LBP and MPR were chosen
as representatives for the categories of stateless and stateful
broadcast protocols, respectively.

The parameters of LBP and MPR are set as suggested
in [28] and in RFC 3626 [7], respectively. Specifically, the
random delay at each node for LBP is set to10 ms and the
rebroadcasting threshold to 40% of the maximal additional
covered area. The hello message interval and neighbor hold
time are 2 s and 6 s respectively for MPR. With flooding,
the packets have a jitter of2 ms to avoid that all neighbors
transmit simultaneously. We simulated DDB in different sce-
narios to determine appropriate values for the rebroadcasting
thresholdRT and theMax Delay. These two parameters
are set to values which were found to have the best average
performance over those scenarios.Max Delay was set to
2 ms because a shortMax Delay also decreases the delay
significantly for low node densities. On the other hand the
number of rebroadcasting nodes is only marginally lower with
a longer Max Delay even for dense networks where we
expect many simultaneous transmissions. This is mainly due
to the possibility of DDB to access and drop packets queued
on the MAC layer. On the other hand, the rebroadcasting
thresholdRT should be as high as possible to reduce the
number of retransmitting nodes as long as the packet is still
reliably delivered to all nodes for all network conditions. But
a higherRT increases at the same time the probability that in
sparse network the packet is no longer delivered to all nodes.
The ”first always forwarding policy” allows DDB using a very
high RT . RT was set to40% of the maximal area a node
can cover, i.e.0.4 · 1.91 ' 0.76. Without this ”first always”
optimization, the delivery ratio dropped for the sameRT to
around 80% in sparse networks, opposed to the more than
99% when the ”first always forwarding” was used.

We used DDB 1 in all simulations. DDB 2 was only used
in the simulation where we consider network lifetime.

B. Simulation Parameters

We implemented and evaluated the protocols in the Qualnet
network simulator. The results are averaged over 10 simulation
runs and given with a 95% confidence interval, which is some-
times very small and barely visible. In particular for high node
densities, the performance among different simulations runs
does almost not vary because nodes are static. The payload

of the packets is 64 bytes and the interface queue length is
set to 1500 bytes. Radio propagation is modeled with the
isotropic two-ray ground reflection model. The transmission
power and receiver sensitivity are set corresponding to a
nominal transmission range of 250m. We use IEEE 802.11b
on the physical and MAC-layer operating at a rate of 2 Mbps.
The simulations last for 900s where data transmission starts
at 180s and ends at 880s such that emitted packets arrive at
the destination before the end of the simulation.

C. Efficiency

The first simulations were conducted in a static network
without any congestion as we wanted to compare the efficiency
of the core algorithms and excluded any external influences.
Thus, only one source broadcasts one packet per second. We
placed 1000 nodes randomly over a square area with side
lengths of1414, 2000, 2828, 4000, 5656 m to obtain different
node densities. The density is always doubled for the next
smaller area size. With a square of 5656x5656m2, a node has
approximately 6 neighbors which is just about the minimal
required density for a completely connected network as results
from percolation theory have shown [35]. We implemented a
simple algorithm to determine the minimal connected domi-
nating set (MCDS), which provides a lower theoretical bound
for the number of rebroadcasting nodes.
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Fig. 5. Ratio of rebroadcasting nodes

In Fig. 5, the number of transmissions of DDB 1 is about
twice as high as for the MCDS for all network densities. As
expected from the analytical results in section IV, the ratio
constantly decreases for DDB 1 with higher node densities,
whereas LBP remains around 45%. This is due to the fact
that the expected additional coverage of LBP is constant and
increases for DDB 1 for higher node densities. Thus, the
more neighbors a node has, the more additional coverage
the rebroadcasting nodes have and the less transmissions are
required. MPR performs significantly better than LBP. This is
in accordance with [28], which observed that stateful protocols
perform better than conventional stateless protocols in dense
networks. However, due to the locally optimal and dynamic
rebroadcasting decisions, the stateless DDB 1 outperforms
even MPR. Although the ratio of MPR also decreases for
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higher node densities, it always remains significantly above
the ratio of DDB 1. The results in Fig. 6 show that the delay
of DDB 1 first drops and then remains almost constant. For
low node densities, a node has few neighbors which often do
not cover a substantial additional area, but need to transmit
anyway as no other neighbors do because of the ”first always”
forwarding. These nodes add a non-negligible delay through
the DFD function (2). For higher node densities, the delay is
much shorter as the ”best” nodes are close to the transmission
range boundary and therefore calculate a short DFD. DDB 1
always performs much better than LBP for two reasons. Nodes
delay packets independently of the additional coverage in LBP
and the delay has to be chosen much higher to avoid collisions.
These facts are again supported by the analytical results. The
delay for LBP increases because the number of retransmitting
nodes is not reduced for higher node densities, which causes
more and more collisions. Thus, nodes may not receive the
actual first packet due to these collisions and have to ”wait”
for another copy which increases the delay. Even though, MPR
relays packets immediately, the delay was only slightly lower
than that of DDB 1, especially in denser networks. Again this
is because the ”best” nodes in DDB 1 rebroadcast first and
add lower delays for higher node densities. The delivery ratio
was more than 99% for all protocols in all scenarios and is
not shown.

D. Congested Networks

The objective of this simulation is to evaluate the effect
of congestion. One randomly chosen node broadcasts packets
at different rates from 20 to 100 packets per second. These
simulations were computationally expensive and required a
lot of memory. Therefore, we could only run simulations
with 80 nodes. The size of the simulation areas were adapted
accordingly to yield the same node densities as in the previous
subsection. In these simulations, the confidence intervals are
larger than before because the high traffic volume causes fluc-
tuations in the performance, most notably in sparse network.
As depicted in Fig. 7 for an average density of 19 neighbors,
the delay and the delivery ratio of all protocols suffer in con-
gested networks due to collisions and queue overflows. MPR

outperforms the other protocols in these scenarios yielding
almost always 100% delivery ratio and very short delays. Two
facts contribute to this superior performance. First, packets
are rebroadcasted at nodes immediately and, second, nodes
only have to forward packets received from specific nodes,
namely the ones which selected them as forwarding nodes.
Thus, the queues do not fill up too quickly. The stateless
protocols add delay to each packet and also first have to
buffer all packets received from any neighbor. Among the
stateless protocols, DDB 1 performs by far the best and lags
behind only MPR for the highest chosen congestion level. The
delay of DDB 1 remains very short and only increases for the
highest traffic load. It is by a factor of five times or more
lower for highly congested networks than the other stateless
protocols LBP and flooding. They show a increased delay
already for lightly loaded networks. Flooding suffers from
its inability, and LBP from its limited ability, to reduce the
number of retransmitting nodes. LBP performs worse than
simple flooding because of the required long buffering time
of 10 ms which causes more queue overflows. The number
of rebroadcasting nodes are depicted in Fig. 8. Only MPR
and DDB 1 remain unaffected by the packet generation rate,
except that DDB 1 increases slightly for the highest rate. This
is reflected by the increased delay and decreased delivery ratio
in Fig. 7. Clearly, the number of retransmitting nodes of LBP
and flooding decreases at least with the delivery ratio.
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Fig. 7. Delivery ration and end-to-end delay for 19 neighbors

The results for an average of nine neighbors are given in
Fig. 9. None of the protocols were able to deliver all the
packets. Nodes are connected only over a few links and, thus,
if packets are dropped at some nodes due to congestion, the
packet can no longer be delivered reliably to all nodes. Second,
the flooding improved in terms of delay and delivery ratio and
was similar to DDB 1 because the smaller number of neighbors
also reduces the number of possible collisions. Due to lack of
space, the results are not shown for higher node densities.
The only significant difference observed was that the delivery
ratio of DDB 1 raises to almost 1 for all congestion levels. At
the same time, the delay was reduced to similar values as for
MPR.
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E. Mobile Networks

The simulation parameters are the same as in the congested
network, i.e. 80 nodes over different simulation areas. Packets
are generated at a rate of 10 packets per second. Nodes move
according to the random waypoint mobility model. The pause
time is set to0 s and the minimal and maximal speeds are set
to ±10% of an average speed. The average speed was varied
over 1, 5, 10, 20, 40 m/s. We also ran the simulation with the
rather high speed values of20, 40 m/s as we consider speed
as a proxy for any kind of topology changes, caused either by
mobility, sleep cycles, etc.

The delivery ratio is depicted in Fig. 10 for an average
network density of 9 neighbors. The three stateless proto-
cols are not affected and the performance remains constant
independent of the mobility. The reason for their delivery
ratio being slightly below 100% is due to the temporary
partition of the network caused by mobility. As expected, only
the performance of the stateful MPR suffers under mobility
because its view on the network topology may be inconsistent,
i.e. the known one- and two-hop neighbors do not correspond
to the actual physical neighbors. This also causes an incorrect
calculation of the forwarding nodes and the wrong neighbor
rebroadcast. If the network density is low, already a few
wrong rebroadcast decisions may prevent the packets from

being delivered to all nodes in the network. For higher node
densities, which is not shown in this paper due to lack of space,
the performance of MPR did not decrease that significantly
because the inconsistent view has a smaller impact. Packets
can be still delivered due to the high connectivity, even if the
”wrong” nodes rebroadcast the packets. The delay is given in
Fig. 11. Again due to the same reasons as already mentioned,
DDB 1 yields the shortest delay among the three stateless
protocols followed by LBP and flooding because of the higher
number of rebroadcasting nodes. The confidence intervals are
small for the stateless protocols as they are unaffected by
mobility.
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F. Network Lifetime

In many network scenarios, where batteries of nodes cannot
be recharged or replaced, the network lifetime may be of
higher importance than other performance metrics. We define
the network lifetime as the time until a certain number of
nodes fail due to battery depletion. The network lifetime
strongly depends on the consumed energy during sending,
receiving, and idle listening. If the ratio between these three
modes is small, then obviously, which and how many nodes
broadcast does not have any effect and almost all nodes
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deplete at the same time. The interesting scenarios occur
if the ratio is large enough so that we may then expect
nodes that transmit more frequently deplete sooner. For our
simulation, the ratio of sending/receving/idle listening was set
to 10/1/0.01. These values are justified by recent technology
advances, cp. e.g. [36], which also allow even higher ratios.
To avoid congestion, packets are again sent at a rate of one
packet per second. We place 1000 nodes over an area of
2000x2000m. Assuming that sending and receiving of a hello
message consumes about the same energy as a data packet,
the lifetime of MPR will only be a very small fraction of
the other stateless protocols. In our scenario with 1000 nodes
and a hello message interval of2 s, 500 hello messages are
broadcasted per second which will deplete the nodes’ batteries
very quickly. Thus, the MPR protocol is not depicted.

As shown in Fig. 12, the second scheme DDB 2 where
rebroadcasting decisions are solely based on residual battery
power exhibits by far the longest time until the first nodes
fail and outperforms significantly LBP and DDB 1. For a
higher percentage of depleted nodes, DDB 1 shows longer
network lifetimes than DDB 2 due to the smaller number
of rebroadcasting nodes leading to a smaller total amount of
energy consumed for each packet. This is achieved even under
the fact that the number of rebroadcasting nodes is about
the same for DDB 2 as for LBP, because the rebroadcast
decision is independent of the additional covered area and,
thus, much higher than that of DDB 1. However, the initially
longer lifetime of DDB 2 comes at the cost of a longer delay
as depicted in Fig. 13.
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VI. CONCLUSION

In this paper we presented the simple stateless DDB proto-
col, which uses the dynamic forwarding delay (DFD) concept
to optimize broadcasting in wireless multi-hop networks. With
DFD, nodes are able to take locally optimal rebroadcasting
decisions without any neighbor knowledge.

We compared the performance of DDB to another stateless
broadcasting protocols LBP and a state-of-the-art stateful pro-
tocol MPR, which uses neighbor knowledge obtained through
hello messages. LBP was not able to perform well over a
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wide range of network conditions, namely the performance
degrades under heavy traffic load and high node density, as
also observed in [28]. However, DDB did not suffer from these
drawbacks of other stateless protocols such as LBP. Actually,
quite the contrary is true. The performance of DDB even
improved for those scenarios of high traffic load and high
node density.

MPR performed well in most scenarios, except in highly
dynamic networks where the delivery ratio collapsed. The
delay of MPR was the shortest in all simulated scenarios
closely followed by DDB whose delay was approximately
10% longer, except in the case of highly congested networks.
On the other hand, DDB outperformed MPR significantly
considering the efficiency of the algorithm. DDB compared to
MPR only required about half of the transmissions to deliver
the packet reliably to all nodes. Furthermore, as DDB is
stateless, its performance was completely unaffected in highly
dynamic networks. However, the biggest advantage of DDB
over MPR is its simplicity and economical use of network
resource because no control messages are transmitted.

We believe that these characteristics make DDB a valuable
broadcast protocol for wireless multi-hop networks with either
frequently changing topology and/or very strict power limita-
tions such as vehicular and sensor networks. For future work,
we envision the integration with directional antennas as al-
ready proposed in this paper. Furthermore, more sophisticated
DFD functions, which may combine location information,
signal strength, signal-to-noise ratio, bit error rate, etc., could
help to further improve performance.
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