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Abstract—Customers of Virtual Private Networks (VPN) over Differentiated Ser- This, however, poses significant challenge to the ISPs as they would
vices (Diffserv) infrastructure are most likely to demand not only security but also  need to deploy automated provisioning system that are able to logically
guaranteed Quality of Service (QoS) as there is a desire to have leased line like ser'partition the capacity at the edges to various classes (or groups where
\élces. However, it |s'expectedlthat they will be unable or unwilling to prc.adlct Igad each group is identified from it's offer, for example 05-1 Mbps could

etween VPN endpoints. In this paper, we propose that customers specify their re-
quirements as a range of quantitative service in the Service Level Agreements (SLAS). represent one group, 1-2 MbpS could represent anOther) of VPNs and
To support such services ISPs would need to have automated provisioning system that Manage them efficiently to allow resource sharing among the groups
can logically partition the capacity at the edges to various classes (or groups) of VPNs in a dynamic and fair manner.Also, they must provision the interior
and manage them efficiently to allow resource sharing among the groups in a dynamic nodes in the network to meet the assurance offered at the boundaries
and fair manner. While with edge provisioning certain amount of resources based of the network We have, therefore, proposed a two-layered model in

on SLAs (traffic contract at edge) are allocated to VPN connections, we also need to . . .
LAS (traffic c ge) are section |l to provision such VPN-Diffserv Networks where the top
provision the interior nodes of a transit network to meet the assurances offered at the

boundaries of the network. We, therefore, propose a two-layered model to provision layer is responsible for edge provisioning and drives the lower layer in

such VPN-Diffserv Networks where the top layer is responsible for edge provisioning charge of interior resource provisioning with the help of a Bandwidth

and drives the lower layer in charge of interior resource provisioning with the helpofa  Broker (BB)_

Bandwidth Broker (BB). Various algorithms with examples and analysis are presented We have restricted this paper to edge provisioning only considering

to provision and allocate resources dynamically at the edges for VPN connections. We yhq fact that most of complexities lie at the boundaries of the network

have developed a prototype BB performing the required provisioning and connection . . .. L. .

admission. and is the main driving force for overall provisioning. In section Il
various algorithms with examples and analysis have been presented to
provision and allocate resources dynamically at the edges. Fairness is-

|. INTRODUCTION sues while allocating unused resources have been addressed in section

There is a growing demand that since private networks built on usiljP: A Prototype BB performing the required provisioning and con-
dedicated lines offer guaranteed bandwidth and latency, similar guar3fction admission has been described in section IV. Section V con-
tees be provided in IP based Virtual Private Networks (VPNs) [9], [14(T!udes the paper wqh a summary of our contributions and a discussion
While the internet has not been designed to deliver performance gufuture research directions.
antees, with the advent of differentiated services [3], [2], IP backbones ISP
can now provide various levels of quality of service.Recently proposed DS-Domain 1
Expedited Forwarding (EF) [10] Per Hop Behaviour (PHB) is the rec-
ommended method of build such an Virtual Leased Line Line (VLL
type point-to-point connection for VPN.

To provide such service we have (and others, for example [16],[17]
recently implemented [12], [13] a Bandwidth Broker [15] that allows
an user to specify a single quantitative value (i.e 1 Mbps or 2 Mbps
etc.) and based on this specification the edge routers establish VPN
connections dynamically. However, it is expected that users will be un-
able or unwilling to predict load between VPN endpoints [7]. From th&istomer==
provider’s point of view also, guaranteeing exact quantitative ser inét\é\’lgrk
might be a difficult job at the beginning of VPN-Diffserv deploymen
[2]. We, therefore, propose that users specify their requirements as a
range of quantitative service. For example, a user who wants to estab-
lish a VPN between stub Networks A and B (Figure 1), and is not sure
whether he needs 0.5 Mbps or 0.6 Mbps or 1 Mbps, and only knows
the lower and upper bounds of his requirements approximately, can
specify a range 0.5- 1 Mbps as his requirement from the ISP when he
outsources his service to the latter. An ISP can offer multiple such op-
tions via a website (Figure 6) to help customers to select any suitabléProvisioning in Diffserv Networks does not only mean determination
option to activate services dynamically on the fly. and allocation of resources necessary at various points in the network,

This has several advantages: Users do not need to specify the ekattalso modification of existing resources to be shared dynamically
capacity but it gives the flexibility to specify only a range. The pricamong various VPN classes (i.e. groups). Both quantitative, as it is
that customers have to pay is higher than one pays for the lower bouine case with VPNs, and qualitative traffic (some assured service) are
capacity but lower than what is normally needed to be paid for uppequired to be provisioned at the network boundaries and in the network
bound capacity. During low load it is possible that users might enjoy tivgerior.
upper bound rate (say 1 Mbps in the example) without paying anythingDetermination of resources required at each node for quantitative
extra. This kind of pricing might be attractive to users and ISPs cémaffic needs the estimation of volume of traffic that will traverse each
take advantage of that to attract more customers without breaking ttework node. While an ISP naturally knows from the SLA the amount
commitment. of VPN quantitative traffic that will enter the transit network through
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Fig. 1. VPN Diffserv deployment scenario
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a specific edge node, this volume cannot be estimated with exact eample can be found in section IlI-B.When there are up to 10 users
curacy at various interior nodes that will be traversed by VPN connezach connection would get the maximum rate of 2 Mbps, but as new
tions if we do not know the path of such connections [1]. Howeverpnnections start arriving, the rate of existing connections would de-
if the routing topology is known, this figure can be almost accuratetyease. For example, when there are 20 connections this rate would be
estimated. If the default path doesn’t meet the requirements of an §§-: 1 Mbps and then at that stage if an active connection terminates
coming connection, alternate and various QoS routing [6], [5] can alg® rate of every single connection would be expanded from 1 Mbps to
be used to find a suitable path and enforced by MPLS techniques [8}% = 1.05 Mbps. This is a simple case when we have a single resource
) L group supporting a range 1Mbps-2 Mbps. In reality, we might have sev-
A. Role of Bandwidth Broker for Automated Provisioning eral such groups as shown in Figure 6(b). In such cases, renegotiation
Based on the basic needs of provisioning a VPN-Diffserv network for possible expansion of existing connections, admission control and
support quantitative service we consider the provisioning as a two lagaintenance of network states will not be simple. The idea presented
ered model - the top layer responsible for edge provisioning and drivihgre is illustrated in figure 3.
the bottom layer which is in charge of interior provisioning (Figure 2).

As we seek to provide a system where VPN services are available on
demand, we find that Bandwidth Broker [15],[17] is the right choice, -
because itis not only capable of performing dynamic end-to-end admis= Cuser_me) [ EF traffic
sion control to setup a leased line like VPN by maintaining the topology VPN P traffic
as well as policies and states of all nodes in the network, but also ca- Cuser_min(i) ”
pable of managing and provisioning network resources of a separately
administered DS domain and cooperating with other similar domains.VPN connection d?;;and Nehared(i) .
Bandwidth Broker Fig. 3. The SLA approach: (a) Bandwidth is specified as an intervel pfc, . in (i)

andCy ser_min (i) fOr any groupi. Actual rate of a VPN connectiofi, ; .y varies
between this range but never gets beloW; cr_min(i)- (0) Cuser(i) is the rate that

. is configured in the edge router as the policing rate. Traffic submitted at a rate higher
‘ Interior Provisioning ‘ than this rate is marked as best effort traffic or dropped depending on the policy

‘ Edge Provisioning ‘

C. The Model and Notations

In our model, we address this novel approach to SLA and provide
policies and algorithms for automated resource provisioning and ad-
mission control. However, to support such provisioning, we first start
by allocating a certain percentage of resources at each node (edge and
interior) to accommodate quantitative traffic. At the edge this quantita-
tive portion is further logically divided between dedicated VPN tunnels
(i.e. require 1Mbps or 2 Mbps explicitly) and those connections that
wish to have rates defined by a range (i.e 0.5-1 Mbps or 1-2 Mbps etc.).
This top level bandwidth apportionment is shown in Figure 4. The

Fig. 2. Layered Provisioning view of VPN-Diffserv Networks notations are :
« Cr is the total capacity of a node interface.
o Cycq is the capacity to be allocated to VPN connections requiring
B. A Novel Approach: Bandwidth Specified as an Interval absolute dedicated service

To overcome users’ difficulty in specifying the exact amount of quan- Cskared is the capacity apportioned for those VPN connections who
titative bandwidth required while outsourcing the VPN service to IS#escribe their requirement as a range.
our model supports a flexible way to express SLAs where users speeiff'qua iS the remaining capacity for qualitative traffic.

a range of quantitative amounts rather than a single value. AlthougHCquan IS the capacity provisioned for quantitative traffic and is equal
it has several advantages, this also makes the edge and interior pr@f{Cacat Cshared)-
sioning difficult. This complexity can be explained with a simple ex-

. . . Cded =x.G
ample. Referring to Figure 1 once again, assume that edge router 1 has Cshegre(::;CT Quan=aCr
been provisioned to provide 20 Mbps quantitative resources to estab- i‘i“i’fff{ ?f:zlb'q
lish VPN connections elsewhere in the network and ISP has provided Cded Guan
two options via a web interface to the VPN customers to select the rate| @ cgareq —

. . . Cr Cr
of the connections dynamically: 1 Mbps or 2 Mbps. It is easy to see Coual Gual
that at any time there can be 20 connections each having 1 Mbps, or
connections each enjoying 2 Mbps, or even a mixture of the two (e.g. 5 @ ®

connections with 2 Mbps, 10 connections with 1 Mbps). When a newy. 4. Top level Bandwidth Apportionment: () logical partitioning at the edge, (b) logical

connection is accepted or an active connection terminates, maintainpartitioning at an interior

ing the network state is simple and doesn’t cause either reductions or

forces re-negotiations to existing connections. If there are 20 connecWhile at the edge”, ... is rate controlled by policing or shaping,

tions of 1 Mbps, and one connection leaves then there will be simg@y the interior thisCy..» indicates that this amount of capacity will

19 connections of 1 Mbps. Admission process is equally simple.  be allocated (actually protected) to quantitative traffic if need arises.
Now if the ISP provides a new option ( for example, as shown in FigMl the values can be different at different nodes. This kind of logical

ure 6(b)) by which users can select a range 1Mbps - 2 Mbps (wherpdrtitioning is helpful because capacity is never wasted even if por-

and 2 are the minimum and maximum offered guaranteed bandwidtidns of resources allocated to quantitative traffic are not used by VPN

maintaining the state and admission control can be difficult. A detailednnections. Unused capacity naturally goes to qualitative portion and



enhances the best effort and other qualitative service. This is true botin this section, we will start with VPN Connection Acceptance al-

at the edge and in the interior€s,q-.q, as shown in Figure 4, can gorithms at Ingress point where all admission complexities lie. This
be logically divided to multiple groups where each group supportscamplexities are introduced because of the need to partition and share
different range (Figure 5). As there might be multiple of such groupsesources to support our model and policies presented above. Further
for any groupi we define the following notations: analysis with examples of algorithms for Policy I,11 and IlI clarify those

o Chase(sy is the the base capacity for groupvhich is shared by the in detail.

VPN connections belonging to that group.

o Cuser_min(i) is the ISP offered minimum guaranteed bandwidth th&- VPN Call Acceptance at Ingress

a user can have for a VPN connection. _ The job of admission control is to determine whether a VPN con-

¢ Cuser_maa(i) IS the ISP offered maximum guaranteed bandwidth thection request is accepted or rejected. If the request is accepted,
a user can have for a VPN connection. ~ the required resources must be guaranteed. For any graupew

¢ Nonarcaqiy 1S the current number of shared VPN connections i{ypN establishment request is admitted only if at least the minimum

groupe ) ) ) bandwidth as stated in the offer can be satisfied while also retain-
* Cshared(i) IS the amount of capacity currently used by group ing at least the minimum requirements for the existing users, i.e. if

C ;y IS the actual rate of active connections in grauand is y; : .
* Huser() group (Nsha,,ed(i) < 00”"7()) a new VPN connection request can be

CUshared(i) (i ; Y in(i
equal to2224) (in section 3). . Cusermin(i) _ : .
shared(i) accepted. This ensures that, an admitted VPN connection will always

o Cshared_unused 1S the total unused bandwidth from all shared SerVicr%ceive at least the minimum offered bandwidtf,, i, in group

groups. i by restricting the number of maximum connections that can join the
group. How much capacity the accepted connection will actually have

\ Coesy is decided by connection state in that group and sharing policies that

N N
Ghared-unused= = Grase(i) - = Ghared(N) I
i=1 i=1

U_% \Unused we are going to discuss in the next subsections.
- 22::8 % Ghareda) B. Capacity Allocation with no sharing among groups: Policy |
Coasey) | & § F Unusod The base capacity allocated to a group is solely used by the VPN
Gual F connections belonging to that group only. Under no circumstance re-
sources assigned to one group can be borrowed by others, even if that

capacity is unused. This makes allocation simple not only at the edges,
but also in the interior and from an implementation point of view it
is simple. Since the unused capacity is not used by any other groups,
qualitative services, as we mentioned earlier, are also enhanced.
Fig. 5. Microscopic View of Bandwidth Apportionment at Edge If a VPN connection is accepted the system checks if that con-
nection can be allocated the maximum rate. This is possible if
There are numerous sharing policies that we can apply to theke base capacity,.s.;) is enough to assign all the existing con-
shared service groups. We call them shared service groups becaugggions the maximum rat€', .., _n..(;)- Otherwise, the base ca-
in reality the base capacity is shared by a certain number of VPN cgacity is shared among all the existing and new VPN connec-
nections and sharing policy might allow a group to share it’s resouragsn. Therefore, we can express this admission policy as follows:
not only among it's own connections, but also share with other groups’ C = min (C . N ] )
VPN connections in case there is some unused capacity. This may also *"*"<%(") o base(i)s Yuser-maz(i) shared(i)
apply to dedicated capacity. Priority can be given to certain groups Cyser(i)y = #’;28

while allocating unused resources. Actually, fair sharing is a challeng-Exam'me 1: For the following example assume that the total link
ing problem, and we will address all these issues in the following sgandwidthC = 100 Mbps, Csharea = 0.3C7 = 30 Mbps and there
tions while developing provisioning mechanisms. is only one (IV = 1) shared user group .Also assume that ISP offers
this group a<Cyscr_minq1)y = 1 Mbps andClser_maz(1) = 2 Mbps.
Base capacity’;, (1) allocated to this group is 20 Mbps.
Nshared(l) =1, Cshared(l) =2 Mbpslcuser(l) =2 Mbps

Based on the model described in section I, various allocation poli-
cies could be adopted by the ISPs at the ingress point to allocate cag¥grarea(1) = 10, Cspareary = 20 Mbps, Cyser1y = 2 Mbps
ity dynamically to maintain and guarantee the quality of service of valNsharea(1) = 11, Csharear) = 20 MbPS, Clyeer1) = % Mbps
ious types of incoming and existing VPN connections as we will have
multiple classes of VPNs each supporting different bandwidth specifishared(1) = 20, Csharear) = 20 Mbps,Cyser(1y = 53 Mbps
cations. Some suitable policies are :
« Policy I: Capacity unused by one group cannot be used by any otheCalls are accepted as long as the conditiéNshMEd(i> <
groups. This means that if we have multiple shared service groups, one, _ )
group whose resources have been exhausted while supporting num) of section lll-A is met. When the number of calls ex-
ous connections doesn’t bor_row resources from others even when t 98q—_Crase(i) _ a new arriving call is rejected. For example, if the
groups have unused capacity.Also, none of the groups are allowe ¢

10 “user_min(i
use unused capacity of dedicated service group. 21st call in the example were accepted td&n. (1) would have been
« Policy II: Capacity unused by one shared service group can be bgr-

20 and the minimum bandwidth could no longer be guaranteed. There-
rowed by another shared service group. However, like the previous 68

je, the call is rejected.
icy, they are not supposed to borrow from the dedicated service gro
« Policy lll: Capacity unused by dedicated service group can be bof-
rowed by tunnels of shared service groups. Also, these groups can shatkthe capacity allocated to a group is not fully used by VPN con-
resources among themselves. nections, then this capacity can be borrowed by connections of other

c\shared(N)

I1l. EDGE PROVISIONING POLICIES: ANALYSIS AND
ALGORITHMS

" Capacity Allocation with sharing among groups: Policy I



shared service groups if needed. However, borrowed capacity must
be relinquished when needed by the group from which capacity was
borrowed. Although this borrowing and deallocation adds some com-
plexity in edge provisioning, connections from various groups, how-

ever, have better chances of enjoying higher rates. In the following we
present algorithms regarding VPN connection arrival, termination and

/*if the shared capacity is equal to or has exceeded the base capacity */

if[(cbase(i) - Cshared(i)) < 0]

{

/* but the unused capacity can still support the new connection
with max rate. Capacity is then borrowed. See Example 4 */

possible expansion of existing connections as a result of the termination

. . 7 > ;
of a connection from a shared service group. f (CS’L”“-“"““ = C““”-m”(l))

{

Cshared(i) = Cshared(i) + Cuser_mam(i)
_ Cshared(i) __ c

Cuser(i) - user_maz (i)

}

*if the unused capacity is less than the max. rate. Capacity is then

C.1 VPN Connection Arrival

Like the previous case, VPN connection arrival essentially involves
checking the availability of resources that can be used by the new con-
nection, and if available, allocating this capacity to an incoming call.
Even if the base capacity of a certain group allows the new connec-
tion belonging to that group to assign maximum ISP offered rate (i.e.

Nshared(i)

shared by existing and the new connection. See Example 5 */
(Cbase(i) - Cshwed(i>) > Cluser_maw(i)), Decause of the resource else
sharing among various groups it might happen that resources from that
group has been borrowed by other group(s) not leaving the required re-
sources (i.eCshared_unused < Cuser_maz(s))- IN SUCh @ case resource
must be relinquished from the appropriate groups(s). Any such de-
allocation from existing connections leads to rearrangement of capacity
of those connections. It should be noted that capacity should be relin-
quished the way it was borrowed. There are numerous ways unused ca-
pacity can be borrowed by competing groups which we will see in sec-
tions 11I-C.3and IlI-D. For the sake of simplicity, the group which has
the maximum excess bandwidfi,,cess(i) = Cshared(s) — Chase(i)s
should release first, and then the next, and so on.

/* if the group has enough base capacity to support

Cshared(i) = Cshared(i) + Cshared_unused
Cshared(i)
Nshared(i)

Cuser(i) =

We will now consider several numerical examples in this section to
clarify the algorithms and analysis presented above. For all the fol-
lowing examples we assume that the total link bandwidth = 100
Mbps, Csharea = 0.3Cr = 30 Mbps and there are only two shared
users groups i.e. = 1,2. For group 1C, sy _min(1) = 0.5 Mbps and
Cuser_maz(1) = 1 Mbps, and for group Z', sc,_min(2) = 1 Mbps and
Cuser-maz(?) = 2 Mbps.

Example 2 : Prior to VPN connection request in group 1:
Nshared(l) =5, Cshared(l) =5 x1=5Mbps
Nshared(Z) = 107 Cshared(Z) =10x2=20 MbpS

Here, for group 1Chuse(1) — Cshareay = 10 =5 = 5 Mbps
and Cyser_maz1y = 1 Mbps. ThereforeChose1y — Conaredary >
Cuser_maz(1)- AlISO, Cshared_unusea = 30 — (5 + 20) = 5 Mbps,
which is greater thal’,, scr_maz(1). HENCE Coyser(1) = 1 Mbps.

Example 3 : Prior to VPN connection request in group 1:
Nshared(l) = 67 Cshared(l) =6x1=6 Mbps
Nshared(Q) =12, Cshared(?) =12 x 2 = 24 Mbps

In this exampleChqse(1) — Cshareaqry = 10 — 6 = 4 Mbps, which
is greater tharCscr_maz(1y = 1 Mbps. This means that group 1
hasn’t used all it's base bandwidth and a new connection can have the
maximum offered bandwidth 1 Mbps. Howevél, ,ared_unused at the
time of request arrival i€sharea — 3oy Cshareaty = 30 — (6 +
= 0 Mbps. This indicates that another group has has borrowed
acity from group 1. If that group had left at le@8t,c,_maz(1) =1
Mbps then the request could have been assigned the desired amount of
resource. Therefore, the only option left is to relinquish 1 Mbps from
the group that has borrowed it. Searching the table we find that the only
other group 2 has taken that bandwidth. Therefore, we need to deduct
1 Mbps from group 2 and recompute the individual share of a VPN

_ _ ' connection a&, ¢, (2) = OSharedzirZ),: sesomenll = 254 = 23/12
We have just mentioned that capacity can be borrowed from O%DS ObVIOUSIY.Cser(1) = 1 MBPS aNAC,harea(ry = 6 +1=7

group by the others. When does one group borrows resources? Nﬁ{
rally, when the base capacity is less than what is need{cﬁbgse(l)

a new connection with max. offered rate. */

if[(cbase(i) - Cshared(i)) 2 Cuser-mam(i)]

{

/¥ if the shared unused capacity is also enough to support

the new connection with max. offered rate. See Example 2 */

lf (Cshared_unused > Cuser_maz(i))

{

Cshared(i) = Cuser-max(i)-Nshared(i)
Cuser(i) = Cuser_maz(i)

/*if the shared unused capacity has been borrowed then
capacity is relinquished from borrower(s). See Example 3 */
else

relinquishC ser_maz (i) from group(s) which has max excessi&%
rearrange bandwidth of that group(s)
Cshared(i) = Cuser-mam(i)~Nshared(i)
Cuser(i) = Cuser_maz(i)

Example 4 : Prior to VPN connection request in group 2:

shared(l) - 5 Cshared(l) =5x1=5 Mbps
Cshwed(l)) < 0. How much can one group borrow? This depends ogy shared(2) = 10, Copareacz) = 10 x 2 = 20 Mbps
how much unused resources are available. If this is at least equal t@hisis a case Where one group has used it's full allocated base capac-
the maximum offered rat€’, ;c»_nq2 (), then that amount is allocated, ity but can borrow resources from the other group which has left some
otherwise (i.e Cspared_unused < Cuser_mawz(i)) the Whole unused re- spare capacity. Her€jy,sc(2) — Csharea2) = 20 — 20 = 0 Mbps, but
source goes to the group in question and is then divided among all the total spared capacit¥siared_unusea = 30 — (5 + 20) = 5 Mbps,
connections in that group and this value is greater thall,sc,_mqz(2) (.26 2 Mbps). Therefore,



the new VPN connection request can be allocated the maximum sfates the fact that prior to this departure all active VPN connections
fered value (i.e. 2 Mbps) by even exceeding the base capacity of graugre using the maximum possible offered bandwidth., _maz(1) =

2. 1 Mbps and in total were having's,qreq1y = 1 x 10 = 10 Mbps.
Example 5 :Prior to VPN connection request in group 2: Hence, the departure should trigger a deductio®'9f,; mqez(1) = 1

Nshared(1) = 8, Csharea(y = 8 x 1 = 8 Mbps Mbps from the total capacity used by this group prior to the departure

Niharea2) = 11, Cspareac2y = 11 x 2 = 22 Mbps as the capacity even after the deduction will be good enough to satisfy

The example here depicts a scenario where one group which Pasareq1) = 10 — 1 = 9 active connections offering highest possible
already exceeded it's base capacity and has to accommodate a f&@ of 1 Mbps. Therefore;,arca1y = 10 —1 = 9 Mbps and and

connection request when there is no unused resource left by otBg&h VPN connection will receiv%% = 2 = 1 Mbps. Since

group(s).Here, even before the new call arrival, Group 2 has borrow[ﬂg termination process triggers dedUctionf,., ... (1) from the

Csn d(2) — Ch (2) = 22 — 20 = 2 Mbps andCishared_unused = ; . .
shers a8 - capacity used by group 1, the unused shared capacity will increase b
30 — (8 + 22) = 0 Mbps. So, the current capacity allocated to grou%epsar%/e value yS%Z hp . —04+1=1 Mb%s y y

2 will have to be equally distributed among all the existing and the

new arriving VPN connection. Therefor€},...2) = % = C.3 VPN Capacity Expansion
22 __ 22
TirT = 12 Mbps. Unused shared capacity left by some groups can be distributed

among others. Priority can be given to certain groups while allocating

unused capacity. In the next section we will present various policies to
When a VPN connection terminates, resources might have to be aklecate unused dedicated capacity and those might apply here as well.

leased from the relevant group depending on the current rate every ddere we consider only one case where preference is given to the needy

nection is enjoying in that group. If the rate is less than or equal §poups where need is determined from the r%}g% So, we

: PR user_maz (i)
the maximum offered rate then no capacity IS relgased from th_e 9roWPSer the groups according to this ratio where in reordered groups the
current share and as a result all the connections in that group incregses c

user(i) :
equally. This is because the same capacity is shared by a lower ndlfst one has the lowest and the last one has the highest

user_maw(i)

ber of connections. If, however, the current rate of every connecti%n("use;(i)__ Once reordering has been done the expansion algorithm
IS alreac_iy equal to the_ maximum offered rate, then this termlnatlg sri;_ngégéting unused bandwidth to the first group, then the next, and
would trigger a deduction oyser_mas(i) from the shared resource so on based on the availability of resources. This can be stated as :
Cshared(iy- If all the connections were already enjoyi6 e, _max (i), { Canaroai +Conared .,

no rate change occurs in any of the existing connections.The algorithm Zf( S (]\),har;(’") e > Cuser-maz(i))

is stated as follows:

. o Cshared(i) {
Zf Nshared(i) < Cus&?‘_mam(i) *See Example 6 */

C.2 VPN Connection Termination

Cshared(i) :'Nshared(i) -Cuser_maz(i)

Cshared(i)

Cuserti) =
user (i) Nohared(i)
CSh‘“"Zd(i) :C’CSh‘“’e‘i(i) Cshared_unused(i) =
“sh d(i
Cuser(i) = NSLQ(” Cshared_unused - [Nshared(i)~0use7‘_maz(i) - Cshared(i)]
shared(i)
Cshared_unused = Cshared_unused }/* See Example 8 */
i f Cshared(i)tCshared_unused <C _
o ¢ N hared(i) > Vuser_maz(i)
- “sh d(i
Zf(Nth—:dig = Cuser_mam(i)) [* Example 7 */ {
Cshared(i) = Cshared(i) + Cshared_unused
_ Cshared(d)
Cshared(i) = Cshared(i) - Cuser_maz(i) Cuser(i) - Nshav‘ed(i)
Cshared(i) _
Cuser(i) = 7]\[;;:;1(2) = CuseT-mam(i) Cshared_unused =0
Cshared_unused = Cshared_unused + Cuser_maz(i) }/* See Example 9%/

Example 8: Before VPN connection termination from group 2:
To clarify the VPN connection termination process will now consideYshared(t) = 11, Csparea(y = 10 Mbps

similar examples as presented in the previous section. Nshared(2) = 10, Csha_red(Z) = 20 Mbps _

Example 6: Before VPN connection termination from group 1: After the termination of a VPN connection from group 2,
Nahareaty = 11, Capareary = 10 Mbps Cshared_unused = 2 Mbps. If there is need of resources by other
Nihared@) = 10, Csparea(z) = 20 Mbps group(s), this capacity can be used partly or fully. We find that group

Here, Ceharedtt) _ ) since’® < 1. This means that 1 has need for this resource sinegZtser) — < 1. Now it re-

" Nshared(1) user-max 11 ' user_maa

. (1) .
the capacity used by this group before the connection termination v_v’ﬂf’"“s o %ehseiz)tfcglzitd ?:tuen; we foo led use this unused capac-

. . . _ 12 H
remain unchanged even after the termination. So, the new valueltyf Here, Nohared(l) = T = 11 andis greater

Csharea1) 1S @lso 10 Mbps and each VPN connection will equallyhan Cscr_mq1y Which is 1 Mbps. Therefore, capacity for group
Cshared(1)

share this capacity which igter=d@) — 10— | Mpps. Since no 1 can be expanded Wsharei(1) Cuser_maw(y = 11 x 1 = 11
o shared(1) Mbps allocating each existing connection,sc,_maz(1y = 1 Mbps.
capacity is deducted from this group, the total unused shared capaq.lﬁe/p remaining unused capacity will be reducediOhered_unused —

will also remain unchanged. - -
Example 7: Before VPN connection departure from group 1: %S;“‘“”'Cum‘m“"(” Conarcan] = 2= (11 x1-10) =1
Nenarea) = 10, Cenared(r) = 10 Mbps Example 9: Before VPN connection departure from group 2:
Nshared(Q) =10, Cshared(?) =20 Mbps _ —
Nshared 1) — 14 ’ Cshared 1) — 10 Mbps
; Cohared(1) . 10 . (1) (1)
In this example,m = Clyser_maz(1) SiNCe 35 = 1. This Nihareaz) = 10, Cspareacay = 20 Mbps




Unlike the previous example where group 1 only needed to usead other tunnels remain unchanged. The total enhanced shared capac-
portion of the unused resources, all the remaining capacity can beigl-can then be computed as follows:
located to existing group 1 VPN connections in order to enhance the
service.Cspqreq(r) Will be increased to 10+ 2=12 Mbps and each ex-

K

P . - « Cshared(1) _ 12 +

isting connection will receivezer=t = 13 Mbps. Choen = ZNshared(i)-Cuser_mam(i)
=0

D. Fair Allocation of Unused Dedicated Resources: Policy Il

In the previous section we have discussed methods where one shared + Cinareatrs) + [CdEd-“""SEd

service group can borrow resources from another similar group. In this
section, we will discuss the possibilities of sharing the unused dedi-

K
. . Ns ared(i ~Cuse7‘ maxz(i) — Cs ared(i
cated resources among various shared service groups. If the shared Z;[ hared (i) -maz (i) hared(s)]

service groups are allowed to borrow resources from unused dedicated ! v
resources, we then define a new term:
+ E Cshared(i)
C:;Lared = Cshared + Cded_unused i=K+2

The question here is how we can allocate the unused dedicated re-'€ @bove computation helps us to view hGW,,,q is shared

sources fairly among the competing groups. If all VPN tunnels Wam’ different groups. However, this general case is true wher»

the maximum bandwidth as offered in ISP policy offer, then it is posst: (Y — K) > 2. The other cases are:

ble that at some point:

+
Cshared
N
( C +C, if x=0,v-—K)=1
Z Nshared(i)-cuser_mam(i) > Cstzared shared(1) ded_unused ( )
=1 Cshared(l) + Cded_unused | +

K
IF {32, Nonared(i)-Cuser_maz(iy — C , the quantity that is ={ 2
|:Zl:l " 4o - @ shared a Y Z?(:l Nshared(i)-Cuser_maz(i)+

needed to allocated the maximum possible offered rates to all connec-| Cinared(k+1) + Cded_unused—
tions even after allowing the unused dedicated resources to be used by Zf_l[Nshm,ed(i).Cuse,,_mm(i>—
shared service groups, is greater than 0, we need to define a fair set of (jsh;,ed(i)] ifrK>1L,(N-K)=1

user throughput values (i.€., . (;)) given the set of maximum offered ) ) ) )
10adSC,yzer_max(iy @nd C, In other words, we need to divide In practice, when there is unused dedicated capacity the process

shared*

this extra capacity’seq_unusea among all the needy groups in a fairstarts by asking the first group if the unused capacity is enough to sat-
manner. However, fair sharing of extra resources is not a trivial issifdy all the VPN connections. If so, each connection receives a max-
and was addressed by others for different network situations [20], [1IUM ValueC'yse; _maz(;) @and then queries the second group. Other-
[18], [19] . Some proposals [11] are in favour of sharing the bottlene¥¥se, the whole amount of capacity is allocated to the first group and
capacity equally among users independent of their requirements , Sdided among the competing connections. The process continues as
others [20], [18] advocate to penalize users causing overloads. long as unused capacity is a positive figure.

While we do share the resources among VPN connections in eacfx@mple 10 : Assume a situation where we have 3 groups where
group, equal sharing of unused dedicated capacity will not help mu¥fN connections in each of them were having capacity below their
to some groups where connections are already enjoying rates closEERPECVE 'y ser_maz (i) AlSO, Csharea = 30 Mbps, and for group
Cuuser_mas(i)- At the same time it also doesn't alleviate the problen: Coasc(1) = 5 MPPS, Cuser_maz(1) = 0.5 MOPS, Cuser min(1) =
of other groups having rates abo,,.,_min(;) but much less than 0-25 Mbps, for group 2:Cyase(2) = 10 MPPS, Cuser_maz(z) = 1
Cluser_max(i)- The faimess criterion of [20] also doesn't fit here a8!PPS, Cuser_min(2) = 0.5 Mbps, and for group 3Chuse(3) = 15
that would deprive the heavy user groups to gain share from unu8d@iPS, Cuser_maz(3) = 2 MPPS, Cuser_min(s) = 1 Mbps. Prior to the
dedicated resources even when they are enjoying rates much bedy@ilability of Cica_unusea =7 Mbps we had :

Chuser_masn(i)- OUr case is further complicated by the fact that whil&skarea(1) = 19, Csnarea(r) = 5 MPPS Cyser(1) = 0.333 Mbps
penalizing heavy user groups we cannot reduce their current share, Mathred(2) = 12, Cshared(2) = 10 MbpS Cyscp(2) = 0.833 Mbps

this is what might happen in certain cases while trying to maximize tR&hared(3) = 15, Csharea(s) = 15 MbpS Cysep(3) = 1.00 Mbps

rates of lower user groups. In the following sections we will discuss Here the groups are already ordered. Applying the algorithms we

Cshared(i) if k= 0,(N—-K)>2

various fair sharing methods at the edges. see that the first two groups can be allocated the maximum rates.
Therefore, they are both expanded 16 x (0.5) = 7.5 Mbps
D.1 Allocation of unused resources to lower user groups first and12 x 1 = 12 MprS respectively. Rest of the unused capac-
In this case, we first need to order the user groups based on ity Ced-unused — 2 imaNenarea(i)-Cuser-mas (i) = Csnarcatn] =

Cuser_maz(i) Values. The objective is to satisfy the lower user groups (7.5 =5 +12 — 10) = 2.5 Mbps goes to the third group.

first by trying to allocate maximum offered values while higher usgs 2> Allocation of unused resources to highest needy groups first
groups have less chances to acquire resources left by dedicated Semiﬁis is much like the process as described above with the only dif-

group. The rationale behind this is that more VPN users can be satisfie i :
ence that groups are ordered based on their needs. Apportionment

and allocating to higher user groups might bring little changes in ma : . . - .
cases if sufri(?ient egtra resou?ce ig not gvailablg g echanisms and algorithms remain the same. Here, need is determined

; Cuser(i . .
If the ordering leads to service groups2, 3, ..., K — 1, K, K + fromtheratio ofm. So, groups with lower ratios get prefer-
1,...N — 1, N, itis possible that if we expanf” groups the VPN tun- ence over groups with higher ratios. Therefore, the process starts feed-
nels belonging to those group will enjoy the maximum offered baniig the most needy group and continues as long as it has some unused

width, (K + 1) th group receives rest of unused dedicated resour@apacity.



Example 11 : From example 10 of previous section:edge resource database to keep track of records of quantitative resource
Guserd)  _ 5 _ Gusert)  _ 67, andL”"’) 0.83. available (base capacity) and current resource consumption of various

C 1 C .
user_maz(1) Cuser_maz(2)
Clearly, group 3 is the most needy group. If we h&¥g4_unusea = 5 router interfaces.

Mbps then that can serve the the most needy group 3 and enhance it's, e
service. The nevlys..3y = 22 = 1.33 Mbps and% = e e .

Cuser_maz(3)

0.67. In the previous examples this group never had the chance to grab
portion of the unused bandwidth, but the new policy here allows it to
improve the service substantially.

user_maz(3)

oy whain Midissind

D.3 Allocation of unused resources based on proportional needs

Although the above mechanism seems to be fair since it allocates e
based on the group’s need, but in many cases there will be sev- DiTsery Tunee Handwidth Opticns
eral needy groups with little differences in their needs, and in such St A S
cases the apportionment might not be always fair if unused dedi- Wikared et b 2.8 g, Al on 1 g
cated resources are exhausted while trying to feed first few groups B i Los o] S

and other remain deprived to get a share. In this section, we there- Uik ird ameun
fore, present a way to allocate unused resources based on propor-
tional need. Any group that is in need of resource, i.e, having ratio

C . . .
ol o < 1 receives a portion of unused resource that is pro-

portional to the group’s need. Therefore, any grau@fter receiv-

ing the extra resource based on this proportional need, is expanded tg « " 8 e 3

Cded_unused-Cshared_excess(i
Cshared(l) = haredone () + Cshared(l) Here, need

for group: C,rared. ezcess(l), is acfually excess quantity that is needed
to offer all connections in that group the maximum vallig.., _ax(i)-
TherEforenCshared_ezcess(i) = [Cuser_maz(i) - Cuser(i)]Nshared(i) B
Example 12: Once again, let us consider example 10 to illustrate’
the use of proportional need. No ordering is needed here as alloca-

user(i)

Fig. 6. BB WEB interface for Users

Examples of Dynamic Configuration

172.20.0.100 172.20.0.101 172.20.0.102

tion of extra capacity is solely based on proportional need. Here foriso.100 172180101

group 1: L”“) = 0.67, for group 2: L"(z) = 0.83, “ i q
Cuser_ mam(l) Cuser_ maz(2) / | . N UT’TIV Of\Berne

and for group 3: Ag)(g) = 0.5.Application of this alloca-  ( Univ. of Geneve \\' 3

tion policy will expand the capacity of group 1 t0C,4ered(1y = \"f —S

71(0.5)15—5] 5 5.897 Mbps.A It 129.194.90.2 130.92.66.22 (09260141

(055 BIH[(Di-TolH[i5-15] T © = ps.As a resu 9.194.90.20

connections are improved with neW, ...y = 0.393 Mbps,

CC”A = 0.79. Similarly, for group 2: Cspareq(zy = 10.71 Public Internet

‘user_maa(1) SWITCH Network

Mbps, Cyuser(2) = 0.89 Mbps, - Guser _ _ .89 and for group 3 13092 70.101
Un|v of Berne

user_maz(2)

Cunareds) = 20.39 MOPS, Cyaep(s) = 1.36 Mbps, o—eer® = /

Cuser_maz(3) / / )
0.68. This clearly shows that proportional sharing fairly enhances the ﬁ
rate of most needy group 3. This wouldn’t have been the case had we i i | |
applied other fairness methods. 172.17.0100 17217.0.101 172.17.0.102 172.17.0.103

Fig. 7. Experimental Setup of VPN
IV. IMPLEMENTATION OF BANDWIDTH BROKER FORDYNAMIC g P P

CONFIGURATION . .
A resource controller in the Bandwidth Broker checks resource and

As the underlying network may provide different classes of servieggnnection databases whenever there is any new connection arrival or
to satisfy various VPN customers, by identifying the generic functiomteparture that might trigger modification of rates of existing connec-
ality provided by any resource and policy options, we present the BBns. For better understanding of how edge routers are dynamically
with a standard WEB interface as shown in Figure 6(b). The Bangonfigured to meet the user demand and conform SLA we will now
width Broker manages the outsourced VPNs for corporate customgégnonstrate some examples of dynamic rate allocations of VPN con-
that have Service Level Agreements (SLAs) with their ISPs and allowgctions in commercial Cisco routers. By considering similar examples
one such user to specify demand through a WWW interface to establighdetailed in section 11l we will see how the simple algorithms are re-

a VPN with certain QoS between two endpoints. ally applied to the edge devices. Let us consider an experimental setup
(Figure 7) of Difserv-VPNs where we have three VPN and QoS capable
edge routers each having private network behind them.

The BB needs to keep track of existing connections and availableConfiguration 1: User 'A’ wants to establish a VPN connection
resources and update relevant databases to reflect the most recenfaresource 172.17.0.100 and destination 172.20.0.100 and chooses a
work state. The BB interacts with specialized configuration daemomenu (1-2 Mbps) from ISP provided website and submits his request.
(CD) when a certain user request arrives to setup a tunnel and the B resource group definition and edge resource database entries are
has to decide whether it can allocate enough resources to meet theadeshown in Figure 8. Applying algorithm presented in section 3, the
mand of that tunnel. While the BB invokes a SLA database to chepklicing rateC', .1y that is configured in edge router 130.92.70.101
the validity of the user request, it essentially needs to maintain a c®1C ¢y (1) = Cuser_maz(1) = 2 Mbps. If user ‘B’ chooses the same
nection database that contains a list of currently active VPNs andraenu he also get§',...(1y = 2 Mbps since capacity in group 1 has

A. The Essential Components of Bandwidth Broker



Request from WEB interface

the ability to support that. Assume that two more users 'C’ and jDY.__resource definfion

Resouce  Gisermin Cuser-max connection database

decide to have VPN connection with capacity varying between 0.5 twms 2w \ / User Source Soygce Tun, Qest  Dest Tun. Resouce Gyrent Actyation

2 0.5 Mbps 1 Mbps

1 Mbps. Group 2 can support both the connections with the maxinte... —"———""_|

O’\

A 172170100 140 172200100 181 1 2Mbps 17:08
. edge resource database E B 17217.0101 141 172200101 182 1 2Mbps 17:1Q
o= — Resource) |C 172.17.0102 142  172.20.0102 183 2 05Mbps 17:12
available rate of 1 Mbps Therefor@mser(z) - Cuser_maac(Q) =1 Edge Group Basey CU;pea"city Controller/ D 172.17.0.103 143  172.20.0.103 184 2 05Mbps 17:14
. . . . A 172170100 144 172200100 151 2 05Mbps 17:20
MbpS is also Conflgured in the router for these connections as we {27010t 1 4 Mbps 2 Mbps B 172.17.0101 145  172.200101 152 2 05Mbps 17:20|
130.92.70.101 2 2 Mbps 4 Mbps
(SRR 2 BLIES SIS

the following:
I*policing individual VPN connection at the inbound with,, ; ..(1) = 2 Mbps */
forusers 'A’ and 'B' andC’,, ; ..(2) = 1 Mbps for users 'C’ and 'D™/

rate-limit input access-group 140 2000000 2000000 8000000

Network Elements (Edge Routers)

Fig. 9. A scenario when rate of existing connections are reduced to accommodate new

. A - B connections

conform-action set-prec-transmit 1 exceed-action set-prec-transmit 2
rate-limit input access-group 141 2000000 2000000 8000000

conform-action set-prec-transmit 1 exceed-action set-prec-transmit 2
rate-limit input access-group 142 1000000 2000000 8000000 ing among the groups in a dynamic and fair manner. Various algorithms

conform-action set-prec-transmit 1 exceed-action set-prec-transmit 2 with examples and analysis have been presented to provision resource
rate-limit input access-group 143 1000000 2000000 8000000 d icall tth d t t S for VPN ti

conform-action set-prec-transmit 1 exceed-action set-prec-transmit 2 ynamica ya € edges 1o suppor QO _Or _cpnnec_lons. .

I*Classifying the requested VPN traffic/ One obvious advantage of our system is the pricing gain. The price

access-list 140 permit ip host 172.17.0.100 host 172.20.0.100 that customers have to pay is higher than one pays for the lower bound
access-list 141 permit ip host 172.17.0.101 host 172.20.0.100 ity but | th hat i I ded to b id f
access-list 142 permit ip host 172.17.0.102 host 172.20.0.100 Capacity but lower than what 15 normally needed 1o be paid for upper
access-list 143 permit ip host 172.17.0.103 host 172.20.0.100 bound capacity. During low load it is possible that users might enjoy

Here, we show only the ingress router policing and marking sinf&€ Upper bound rate without paying anything extra. Such pricing might
diffserv is unidirectional. We assume that bit precedence 1 is used hg attractive to users and ISPs can take advantage of that to attract more
EF traffic marking and traffic that exceed the specified rate are markgtptomers. With all these advantages we believe that our model can be
as best effort (bit precedence 2). Users not familiar with Cisco routePé‘,'te attractive to the ISPs willing to deploy it in a real world scenario.
should only notice the first of the traffic rate parameters (for example
2000000 in '2000000 2000000 8000000 °) in rate-limit ) _ ) ) )
policing and marking commands. This is the rate that we refer to asThe work described in this paper is part of the work done in
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A 172.17.0.100 140 172.20.0.100 181 2Mbps 17:08

1
di datab: BB B 172.17.0.101 141 172.20.0.101 182 1 2Mbps 17:10|
e il Resource) |C 17217.0102 142 172200102 183 2 iMbps 1712 REFERENCES
Eie, P Base, Used, | \cConmoler) |D 172170103 143 172200103 184 2 1Mbps 1714
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